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The Performance LandscapeThe Performance Landscape

Read/Write Mix?

IOPS?
Read/Write Mix? Sustained?
IOPS?
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Up to?Random?



The 3 dimensions of SSD 
performance

3D IOPS Surface Profile Performance3D IOPS Surface Profile  
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Performance over TimePerformance over Time

Performance Over Time
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Not all F/W is equalNot all F/W is equal

S fl hSome flash 
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Workload dependency - 1p y

Step 1: HD Tune Pro 
Sequential Write Test
Average write: 172.5MB/s

Step 2: IOMeter
Random Write Test

Step 3: HD Tune Pro 
Sequential Write Test
Average write: 16.8MB/s

90% drop
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Workload dependency - 2p y

Step 1: HD Tune Pro 
Sequential Write Test
Average write: 118 3MB/s

Step 2: IOMeter
Random Write Test

Step 3: HD Tune Pro 
Sequential Write Test
Average write: 113.3MB/s

%
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Average write: 118.3MB/s 4% drop



Benchmark SuitesBenchmark Suites
Test Suite Commercial/

Client SSD
Enterprise 

SSD
PCMark HDD Score, OS and application loading 

timing, user simulation (surfing web, 
windows media player, etc)

√

SysMark System level test MeasuresSysMark System-level test. Measures 
performance based on average 
response time, gives score (0-250)

√

IOMeter Sequential/Random performance, √ √

Type of preconditioning 
and order of 

benchmarks can
workload simulation (file server, web 
server workload, etc)

√ √

HDTach/
H2benchw

Performance stability, Sequential/Burst
performance Access Time √ √

benchmarks can 
influence results

H2benchw performance, Access Time
HD Tune Performance stability, Sequential/Burst

performance, Access Time
Everest Random Access Time (Read/Write) √ √
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Performance benchmark stepsPerformance benchmark steps

1. Pre-condition the drive1. Pre condition the drive 
2. Run IOMeter for 3D IOPS view

• Block size 512b-1MB
• Entire Read/Write Mix range

3. Validate performance stability
• Performance vs. time plot

4. Validate workload independency
• Run sequential test random test sequential test• Run sequential test, random test, sequential test
• Run work load simulations (i.e. File server, web server. etc)

5. Run multiple composite benchmark tests to p p
validate results
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Standardization initiativesStandardization initiatives

Technical Work Group (TWG) of SNIATechnical Work Group (TWG) of SNIA
• Performance Benchmark Standard: defines 

preconditioning, reference test platform, p g p
benchmark profiles, etc.

• First draft available to public: 4Q09
JEDEC 64.8
• Specification for SSD endurance measurement

SSDASSDA
• Testing of reliability (power cycling, data retention, 

endurance etc) and OS compatibility (Windows 7)endurance, etc) and OS compatibility (Windows 7)
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Questions?Questions?
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