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Why ONFi ?

ONFi 1.0 (Dec '06)

Defined a standard electrical and protocol interface for NAND,
including the base command set.
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Why ONFi ?
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“Block Abstracted NAND 1.0 quo)

i Defined a managed NAND solution that utilizes the raw NAND
interface.
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Why ONFi ?
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i[ ONFi 2.0 (Feb "08)

D

in Defined a high speed DDR interface, tripling the traditional NAND
bus speed from 40 MB/s to 133 MB/s.
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Why ONFi ?
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' 2 . NAND Connector 1.0 (Apr '08)

bl Defined a connector and NAND module that is the equivalent of a
NAND DIMM.
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Why ONFi ?
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I i[r)‘ bDL‘ [’; ONFi A2.1 (Jan ‘09)

N, Included additional features and support for NAND bus speeds up
to 200 MB/s.
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Why ONFi ?
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i bDL‘ ONFi 2.1 (Jan ‘09)
D
N: Included additional features and support for NAND bus speeds up
to 200 MB/s.
ONFi is a single-purpose workgroup, facilitating focused efforts and

achieving significant results in a timely manner.
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ONFi

OPEN NAND
FLASH INTERFACE

Membets.

A-Data

Aleph One

Arasan Chip Systems
Avid Electronics
Chipsbank

Data 1/0

Software

Entorian

Foxconn
Genesys Logic
Hitachi GST
Indilinx

Jinvani Systech
Lotes

Macronix
Metaram

NVidia

Powerchip Semi.
Qimonda
Shenzhen Netcom
Silicon Motion
STEC

Solid State System
Tandon

Teradyne, Inc.
Tyco

Virident Systems

Afa Technologies
Anobit Tech.
ASMedia Technology
BitMicro

Cypress

Datalight

FCI

Fresco Logic
Hagiwara Sys-Com
Hyperstone

Inphi

Kingston Technology

Marvell

Moai Electronics

Orient Semiconductor
Power Quotient International
Sandforce

Sigmatel

Silicon Storage Tech
Skymedi

Super Talent Electronics
Tanisys

Testmetrix

UCA Technology
WinBond

Alcor Micro

Apacer

ATI

Biwin Technology
DataFab Systems
Denali

ENE Technology
FormFactor

Fusion Media Tech
HiperSem

InCOMM

Intelliprop ITE
Lauron Technologies
LSl

Mentor Graphics
Molex

P.A. Semi

Prolific Technology
Seagate

Silicon Integrated Systems
Silicon Systems
Smart Modular Tech.
Synopsys

Telechips

Transcend Information
University of York
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Continued Innovation: ONFi 2.1

« 166 MB/s and 200 MB/s speeds
 Power management features
 Enhanced ECC information

« New commands for increased
performance and functionality
— Small data move
— Change row address

ONFI 2.0 tripled the legacy NAND interface speed.
ONFI 2.1 delivers a 5X speed boost over legacy NAND!

—
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Adding Speed
to Block Abstracted NAND

h| h- eed mterface' capabilities of
.1 to this solution

. Enables 200 MB/s performance,
per 8-bit NAND channel

= BA NAND revision 1.1 ratified in
Jul

Block 5X spee
STE Increase |[WAlslSi=[eli=(s increase

Controller Controller kel
(No ECC req’d) (8-bit ECC)
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JEDEC and ONFi Are Collaborating

Santa Clara, CA USA
August 2009 7

Thursday, August 6, 2009



€ ratn 1o nigner rerrormance

Santa Clara, CA USA
August 2009 8

Thursday, August 6, 2009



Problem: Latency Increases as
Lithography Shrinks

= Forlegacy reads, performance
is artificially limited to 40 MB/s

Microsecond
=
(Oa]
o
o

= As NAND page sizes increase,
75.0 latency becomes large

» Especially for small reads

0
2KB Page, LagdPage, L&KR Page, Legacy
Data Xfer
Santa Clara, CA USA . Array Time
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Solution: Continually Scale the
NAND Bus

SR Ongoing array times to be “hidden”
— WOri
= « 200 MB/s is excellent fit for
8KB NAND pages
75
= What about the future?
« For 16KB NAND pages, we
0 need to continue scaling...
4KB Page, |8¢h Bage, 4KBRyge, enmpage,mzagT ONFI 3.0 . ONF| 3 0 Target iS 400 MB/S
ONFI prov.ides t;e high—?pe;d int‘érface needed for SSD and cache
designs. Work to reach 400 MB/s is underway.
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ONFI1 2.0
NAND
Module

NAND
Controller
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High-Speed ONFi in Action

Photo and information courtesy Intel Corp.

Excellent Data Eyes

ONFI1 2.0
NAND
Module

4-PKG Module: MC Driving

NAND
Controller 4-PKG Module: NAND Driving
Santa Clara, CA USA
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High-Speed ONFi in Action

Photo and information courtesy Intel Corp.

Excellent Data Eyes

ONFI1 2.0
NAND
Module

4-PKG Module: MC Driving

NAND
Controller 4-PKG Module: NAND Driving

Successful operation utilizing the
ONFi NAND module is achieved at 166 MT/s. h
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ONFi 2.1: The Speed You Need

Parameter Mode 0 Mode 1 Mode 2 Mode 3 Unit
50 30 20 15 10 ns
~20 ~33 ~50 ~66 ~100 MHz

Min Max Min Max Min Max Min Max Max Min Max
tA_C — 20 — 20 — 20 — 20 — 20 ns
tADL 100 — 100 — 70 — 70 — — 7 — ns
1CADF 25 .- 25 - 25 - 25 - - 25 - ns
{CADs 45 — 45 — 45 - 45 — — 45 — ns
ICAH 10 - 5 — 4 — 3 — - 2 - ns
tCALH 10 — 5 — 4 — 3 — — 2 — ns
1CALS 10 - 5 - 4 — 3 — — 2 — ns
tCAS 10 - 5 - 4 - 3 — B 2 - ns
tCH 10 . 5 - B - 3 — - 2 — ns
t{CK(avg) or {CK 50 - 30 - 20 - 15 - — 10 - ns
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High-Density Scalability

Simulation results courtesy of Micron Technology
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Traditional

asynchronous
__interface is limited to
less than 40 MB/s
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Traditional

asynchronous
__interface is limited to
less than 40 MB/s
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ICAD starts for necd
non ke cydie

Das |

DQ[7:0] |
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of ECC applied goes

up

2-bit 2. 4-bit
3-bit
Ay

3107 10° 107
RBER

=Y 0}
=
o:
©
<
e
&
~
gz
(<P}
7 =
=
()
©
~
(P
S
| -
e

Communicating error
correction needs
effectively is critical
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Communicating ECC Effectively

tethér i t Extene Clnforaion
= The device may communicate multiple sets of these parameters if the NAND
may be used in different environments (e.g., server, client, netbook)

e The NAND device could indicate garameters for three different block endurance
values (e.g., 1,000, 10,000 and 100,000 cycles)

» The device can communicate the needed codeword size, which likely will grow

from 512B to 1KB to avoid larae increases in spare area
Byte Definition
0 Number of bits ECC correctability
1 Codeword size
2-3 Bad block maximum per LUN
4-5 Block endurance
6-7 Reserved
Santa Clara, CA USA
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= ONFi 2.1 has added support for
Interleaved reads

= Enables deeper pipelining of
reads, especially in MLC situations
where the array time may be
longer
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Enabling Low-Cost Controllers

* This requirement is necessary to allow the
controller to correct ECC errors from the pages
read as part of the copyback

= ONFi 2.1 has eliminated this storage requirement
by introducing the SMALL DATA MOVE command
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* Firmware can then perform read/modify/write actions and write the

complete page to the originally targeted location

As defined for Page As defined for Page
(Cache) Program (Cache) Program

(o)
Wﬂ..""' lll
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The Path to 400 MT/s
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200 MT/s ] [ 266 MT/s ] [ 333 MT/s ] [ 400 MT/s ]
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200 MT/s ] [ 266 MT/s ] [ 333 MT/s ] [ 400 MT/s ]

Short channel or wide spacing
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200 MT/s ] [ 266 MT/s ] [ 333 MT/s ] [ 400 MT/s ]

Short channel or wide spacing

Short channel and wide spacing or ODT
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The Path to 400 MT/s

eacning particuliar speed graaes requires a combination or enab

200 MT/s ] [ 266 MT/s ] [ 333 MT/s ] [ 400 MT/s ]

Short channel or wide spa@
Short channel and wide spacing or ODT >

Wide spacing and ODT or short channel and ODT >
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The Magic of On-Die Termination

» Data eye at 400 MT/s with ODT “magic”

e On-die termination is the key enabler for 400 MT/s operation
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Trend Toward Longer Array Times

= What happens if a high-priority read comes in while doing an erase
on the associated dieplane?

Estimated Array Time Ranges

SLC MLC, 2-bit

Operation

MLC, 3-bit

Read

Program

20-30ps

200-300us

40-60ps

0.3-2.5ms

80-200ps

0.3—-10ms

Erase

0.5-3ms

2-10ms

2-30ms

Note: Represents a potential range of array times across lithography and
implementation, being used as a guide by the ONFi technical team.
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Interrupting for High-Priority Reads

ADDR ¥~ ADDR ¥ ADDR

= Advantage: Always makes DQI7:0] —{ o H Rt H R H R
forward progress on the erase

= Implemented in NOR SR[6] ‘&r

= Reset LUN

= Resets only a particular LUN
(die), so that another operation
can quickly be issued

* No forward progress is
guaranteed
» Advantage: Can be used to stop

an erase or a program, no state to
maintain to continue the erase

ONFi 2.2 is standardizing a method to ensure great
Santa Clara, CA USA quality of service for high-priority reads.
August 2009 .
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a high-priority demand read quickly
o ONFi 3.0 will enable speeds of up to 400 MB/s (another doubling)

Get involved with ONFi. Visit onfi.org!
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http://onfi.org/
http://onfi.org/

icron
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