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These new technologies - collectlvely called Storage
Class Memory (SCM) - provide higher performance,
lower cost, and more energy efficient solutions than
today's SLC/MLC NAND Flash products. In this tutorial
we extrapolate SCM technology trends to 2020 and
analyze the impact on storage systems. The material is
intended for those people that are closely watching the
impact to the storage industry - brought about by NAND
Flash - and want to understand what's next.
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« STORAGE (slow, cheap, non-volatile)
» SCM features:
Non-volatile
Short Access times (~ DRAM like )
Low cost per bit (DISK like — by 2020)
Solid state, no moving parts
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= SCM system requirements for Viemory (Storage) apps
» No more than 3-5x the Cost of enterprise HDD (< $1 per GB in 2012)

» <200nsec (<1psec) Read/Write/Erase time
* >100,000 Read I/O operations per second
» >1GB/sec (>100MB/sec)

« Lifetime of 10% — 10'2 write/erase cycles

* 10x lower power than enterprise HDD
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eada Enaurance (#Reads before death)
» Data Retention Time [Years]
= Power Consumption [Watts]
= Reliability (MTBF) [Million hours]
» Volumetric Density [TB/liter]
= Power On/Off Transit Time [sec]
»= Shock & Vibration [g-force]
» Temperature Resistance [°C]
= Radiation Resistance [Rad]
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Cost competition between
IC, magnetic, and optical
devices comes down to
effective areal density.

Device featcl:Jl;'lt:I-:?zle F A(ll;‘:)a (Ge,ﬁ?;'_%
Hard Disk [ 50 nm (MR width) 1.0 250
DRAM| 45 nm (half pitch) 6.0 50
NAND (2 bit)| 43 nm (half pitch) 2.0 175
NAND (1 bit)| 43 nm (half pitch) 4.0 87
Sants Glra, O USA en soaahen .

$100/GB ", .
® memory area . $els
per die [sq. um] $10/GB Desktop "° . .0
* memory density HDD e
[b|t3 per 4F2] $1/GB " { *e, :0
. . Enterprise” * *ie.
* patterning density HDD .
[sq. um per 4F2] LA CLE 2o
$0.01/GB
1990 1995 2000 2005 2010 2015
Chart courtesy of Dr. Chung Lam,
IBM Research updated version 10
of plot from 2008 IBM Journal R&D article
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MRAM (magnetic RAM)

— Racetrack Memory
RRAM (Resistive RAM)

— Memristor

Solid Electrolyte
Phase Change Memory
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Tower STMicro Freescale Intel Unity
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0.13um 3.3V 12
Flash Memory Summit August 2009

Santa Clara, CA USA 6



» RRAM (Resistive RAM)
— Memristor

= Solid Electrolyte

* Phase Change Memory
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= Tradeoff exists between scaling, speed, and endurance

« Designers are choosing to hold speed & endurance constant to continue
scaling
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* Tantalum-nitride-oxide-silicon (TANOS)
= With these advances NAND Flash will scale to at least the 22nm technology

Technology: 40nm 30nm 20nm
. - . TaN
- oxide O)Eui/e/nltrlde/omde /
Floating Gate SONOS TaNOS
<40nm ??? Charge trapping Charge trapping in novel
in SiN trap layer trap layer coupled with
Santa Clara, CA USA a metal-gate (TaN)

August 2009 15

lagnetic
— Racetrack Memory

= RRAM (Resistive RAM)
— Memrristor

» Solid Electrolyte

= Phase Change Memory
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selecttransistor .- '
Coercive

wordline (WL) Q voltage

_-L/_I_\_‘;

v, f ¢y * Ferroelectric capacitor formed by sandwiching Fe material
+ ’T I between two metallic electrodes

|
plateline (PL) |

» To detect the state of the ferroelectric capacitor:

: * Apply voltage pulse to take the device to one extreme
[Sheikholeslami:2000] of its hysteresis loop producing a current spike whose
magnitude depends on the initial state (destructive read)
» Readout voltage produced by the charging of the bitline
capacitance by this current can be compared with a
reference voltage
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* Low power
Low voltage operation

e Straightforward CMOS integration
= Problem — cell size does not scale

» Signal is directly proportional to cell size (scaling = reduced signal)
= More Problems — fatigue/insufficient remanent polarization,

imprint, retention, high temp processing

* Most recent work addresses embedded memory applications
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» RRAM (Resistive RAM)

— Memristor
= Solid Electrolyte
* Phase Change Memory

Santa Clara, CA USA
August 2009

eling current

nds upon the relative
magnetizations of the two
magnetic layers.
(TMR) Pin the magnetization (b}
of the bottom layer with

Stabilize pinned layer with
antiferromagnetic layer.

<)
B Prevent false switching
Cotpledlaveiay by replacing free layer
[ Tunnel barrier layer

[ ] Ruspacer layer
- Antiferromagnetic exchange bias layer

I [ | Magnetic free layer
[ Magnetic pinned layer

« inherently fast write speed

« straightforward placement above the silicon

» very high endurance (no known wear-out
mechanism)

« write by passing current through two nearby wires

Santa Clara, CA USA
August 2009

I Seed layer
[ Substrate

with coupled layer pair. [ Underlayers

[Gallagher:2006]
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« heat MTJ to reduce required current

* use “spin-torque” effect
—rotate magnetization by passing current through the cell, but this causes a wear-out
mechanism (thin tunneling layers)

* Alternative: store data in magnetic domain walls by building a magnetic
racetrack in the third dimension

Santa Clara, CA USA
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= RRAM (Resistive RAM)
— Memristor
= Solid Electrolyte
» Phase Change Memory

Santa Clara, CA USA
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a 3-D shift register

Magnetic Race Track Memory
Stuart Parkin (IBM)
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« Basic physics of current-induced domain motion
being investigated

Promise (10-100 bits/F2) is enormous...
- demonstrated 3 bits in 2003, 6 bits Dec08
- currently working on 10 bits

...but scientists are still working on a basic
understanding of the physical phenomena

Santa Clara, CA USA
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= RRAM (Resistive RAM)
— Memristor
= Solid Electrolyte
* Phase Change Memory

Santa Clara, CA USA
August 2009 25

retention (up to 8 months), high reset current
» Mechanisms not completely understood, but major
materials classes include:

» metal nanoparticles in organics
« could they survive high processing temperatures?
* oxygen vacancies in transition-metal oxides

- forming step sometimes required Chromium doped
. scalability unknown strontium titanium oxide
« no ideal combination yet found of [Karg:2008]

« low switching current
« high reliability & endurance
« high ON/OFF resistance ratio
* metallic filaments in solid electrolytes

Santa Clara, CA USA
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» RRAM (Resistive RAM)
— Memristor

= Solid Electrolyte

* Phase Change Memory

Santa Clara, CA USA
August 2009

significant problems to resolve
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When flow of charge is started again,
its resistance will be what it
“remembered”

> Memristance gets
stronger as components
shrink in size

> Early in development

[Williams 2008]
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* RRAM (Resistive RAM)............... significant problems to resolve
—Memristor..........................early in development

= Solid Electrolyte

* Phase Change Memory
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Insulator [Kozicki:2005]
Anode B.0E-04 r
= Applying a small voltage at the oo o4 ez 0 " 0z 04 08
anode reduces metal ions at *
the cathode and injects ions Advantages

« Program/erase at very low currents
« High speed (1us)
» Good endurance demonstrated

into the electrolyte by means of
oxidation at the anode.

= Electrodeposited filament « Integrated cells demonstrated
grows out of cathode until it
. Issues
contacts anode causing abrupt . Retention
voltage drop. « Sensitivity to processing temperatures
= _Reverse bias reverses process. + Fab-unfriendly materials (Ag)
August 2009 30
Flash Memory Summit August 2009
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—Memristor..........................
= Solid Electrolyte..............

= Phase Change Memory
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* RRAM (Resistive RAM)............... significant problems to resolve

early in development

in development, promising

31

temperature

Potential headache:
High power/current

L _ “RESET” pUIse_.{T/ > affects scaling!
Voltage melt

Potential headache:
If crystallization is slow
-> affects performance!

cryst

time
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[Chen:2006]
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How a phase change cell works

crystaltine

“Mushroom” cell

“SET” state o \
LOW resistance “RESET” state

HIGH resistance

_

& quench
rapidly

Heat to
melting...

Santa Clara, CA USA
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How a phase change cell works

crystalline
state

“SET” state

LOW resistance

[ |
Hold at L

h
slightly under Filament
melting during broadens,
recrystallization then

heats up
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“RESET” state

HIGH resistance

+/

Field-induced
electrical
breakdown
starts at V,;,

35

How a phase change cell works

crystaltine
state

0V

“SET” state

LOW resistance

Issues for Phase Change Memory

» Keeping the RESET current low
* Multi-level cells (for >1bit / cell)
« Is the technology scalable?

Santa Clara, CA USA
August 2009

“RESET” state

HIGH resistance
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Basic requirements

- avoid unintended re-crystallization
v fast SET speed
v MLC capability — more than one bit per cell

Phase Change Nano-Bridge

» Invented in Dec 2006

» memory device with ultra-thin films (3nm)
» works at the 22nm node

» fast SET (<100ns)

» low RESET current (<100pa)

Santa Clara, CA USA
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By adding two bits per cell, Intel and ST Microelectronics have put
phase-change memory on par with today's flash technology, says
H.-S. Philip Wong, professor of electrical engineering at Stanford
University. Intel has already mastered a similar trick with flash

Phase-change memory has made a lot of progress in the past few
years, Wong adds. "A few years ago it looked promising," he says.
"But now it's going to happen. There's no doubt about it."

February 4, 2008

[http://www.technologyreview.com/Infotech/20148/]

- Focus now on novel IP, implementation, and cost reduction.

Santa Clara, CA USA
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» RRAM (Resistive RAM)

—Memristor..........................early in development
= Solid Electrolyte..............in development, promising
= Phase Change Memory....its going to happen
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significant problems to resolve
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scalability charge?) signal loss) good potential)
...fast readout yes yes yes yes
...fast writing NO yes yes yes
el sw'g’:‘:v';?_ yes yes NO uncertain
coz il poor yes yes should
endurance (1€7 cycles)
...non-volatility yes yes yes unknown
...MLC operation yes difficult NO yes (3-D)
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for... (filament-based, but | (rapid progress to
scalability new materials) date)
...fast readout yes yes yes yes
...fast writing] sometimes sometimes yes yes
...low switching . .
P sometimes sometimes yes poor
~--high oor oor unknown es
endurance P P Y
...non-volatility] sometimes sometimes sometimes yes
...MLC operation yes yes yes yes
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Phase Change Memory
Solid Electrolyte
Racetrack Memory
Memristor

& WRIDEES

> No date projections yet for these new technologies, but...

=  Numonyx announced in Feb 2008 that they were sampling 128Mb,
90nm Phase Change Memory parts (“Alverstone”)
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Many thanks to the following individuals

for their contributions to this tutorial.
- SNIA Education Committee

Dr. Winfried W. Wilcke
Geoffrey W. Burr
Bulent Kurdi

Dr. Richard Freitas
Phillip R. Mills

Santa Clara, CA USA
August 2009

" P

FlashMemory

43

« http://www.usenix.org/events/fast/tutorials/T3.pdf

= IBM Journal of Research and Development
» Special issue on storage
* http://www.research.ibm.com/journal/rd52-45.html

» Four papers related to SCM

August 2009

=Questions?
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