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Increasing Performance Gap between Servers and Storage

Servers / CPUs ‘

Disk-based storage ’
systems 2x
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Too Small — GB, need TB

* Locality and set
association limited

* Limited memory scaling

o Time
Traditional L zar Data Storage
Storage Cache for Random
Arrays Data Access
Imprecise, Not Adaptive Profile Monitors
* RAM cost/GB high Access Changes

Bandwidth « Cache hit rate efficiency
Mismatch w/ with LRU/MRU low

Cache & HDD Terascale

Missed Penalty, Too High

 Over-provisioning of cache

» Too much rack space for HDD

* HSM migration with SSD is
slow and steals bandwidth

Petascale
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Sizes SSD requirements

No added management

Eliminates overhead

Analyzes and recommends amount of SSD prior to purchase

Only what is needed for applications, based on profile

Enables autonomic data tiering, no policies to set

Anticipates SSD needs based on data access patterns
Data is replicated but remains resident on HDDs

Avoids migration to and from HDD and SSD
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AL

€——  Hybrid VLUN spans SSDs and HDDs —mMmM—————>

Analyzes and recommends amount of SSD prior to purchase

Sizes SSD requirements Only what is needed for applications, based on profile

No added management Enables autonomic data tiering, no policies to set
Anticipates SSD needs based on data access patterns
Data is replicated but remains resident on HDDs
Avoids migration to and from HDD and SSD

Eliminates overhead
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Fundamental Storage Customer Requirements
Performance Capacity Scalability Cost
RAM

Scaling
$$5$$

SSD

Scaling
$$$
HDD
Scaling
$
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Fundamental Storage Customer Requirements
Performance Capacity Scalability Cost

RAM
Scaling

$$55$

SSD
Scaling

$$$

HDD
Scaling

$
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Fundamental Storage Customer Requirements
Performance Capacity Scalability Cost

Add HDD Back-end

RAM
Scaling

$555%

<
3
EE
33

SSD + HDD
SSD Scaling
Scaling $$
$$%
HDD /
~ Scaling
$
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Access Profiler

TME

(Tiered Management
Engine)

Ingest
Accelerator

Egress
Accelerator

SLM
(SSD LUN Manager)

» Adaptive histogram, highly compressed, scales to PB
* Drives TME to accelerate IO for high access content

» Dynamic block replication with access pattern changes
* Optimal FBR (or plug-in heuristic) set replacement
» Mapped to LUNs or pools of LUNs

* Tuned for RAID access (FIFO, back-end IO reforming)
* Lower latency, higher throughput with log-structured FIFO

* Detector for sequential/random initiator streams
» Read-ahead cache with auto enable/disable

* Full AVS VLUN creation and management
» SSD storage pool, data lifetime protection options
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Histogram Analysis

| | - - |dentifies access hot-spots
- Notes when access changes
| are statistically significant
- Mapping integrates with
virtualization engine

Histogram Groupings

- = Drives TME 10 acceleration
- Replicates blocks when
statistically significant
- Provides continuous
opportunistic updates

Uses access visualization
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Sequential Hot-Spots

iy
@

Semi-Predictable
(Scalable Hybrid Flash/Disk)

Egress 10 read-ahead

Ingest IO reforming

Fully Predictable
(Solid State FIFOs)

Random

e

&

Non-Cacheable
(Solved by Spindle Density or
Random Access Storage Devices)
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SUMMIT

= Uses output from Access Profiler to drive TME
= Dynamic block replication

= As patterns change, new blocks are replicated
= Overwrites less active data

ApplicationSmart creates a
high performance working
copy of active blocks on SSD

. 0007110711001100101100>>>>>

«—— Data copied from HDD to SSD

11000111000110110011005>>»
1100101100011100011011001100>>>>»

0171000111000110110011005>>>>»
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TierO
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Performance
Optimization

Dynamic
Management

0 Cost
Efficiency

Key Benchmarks:

* Integrates high velocity storage tiers (Tier 0, Tier 1)
* Block level movement for increased granularity

* Works across multiple application workloads

Key Benchmarks:

* Understands access patterns and changes

* Moves data in real-time

* Supports multiple VLUN configuration options

Key Benchmarks:

* Integrates efficient storage architectures (Tier, 0, Tier1)
* Recommends SSDs only when needed

* Fully autonomic, minimizes human intervention
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Questions?
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