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Introduction

= Flash SSDs

» Faster, bigger, cheaper SSDs are available
— MLC, Multi channels/ways, FTL & controller

« 1TB size SSD will soon appear
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Introduction

= RAIDed SSDs > One SSD

= Benefits of RAID

« Bandwidth for sequential 10s
» |IOPS for random 10s
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Introduction
= But, the chasm between RAID and SSD exist

 RAID have been developed mainly for harddisks

« SSDs have not been seriously tested under RAID

suboptimal
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RAIDed SSDs:
Workload Categorization

Host

RAID Controller
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RAIDed SSD:.
Workload Categorization

Single thread

Multiple concurrent
threads
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Random 10s
(e.g. 4KB unit)

No chasm

No chasm

Sequential 10s
(e.g. 1IMB unit)

No chasm

Chasm




Ultra Sequential Write Bandwidth
Requirement

= Narinet MSTM-1000 Board
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Nalve Attempt

= Linux internal software RAID: mdadm

= MLC SSD:
= 6909, 256GB, 150MB/sec seq. writes

150 MB/sec
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Lame RAID Phenomenon

= Much slower than expectation: why?

» Although each SSD shows similar average
throughput, each SSD experiences the worst
performance at different points of time

Flash Memory Summit 2010
Santa Clara, CA




Lame RAID Phenomenon

* The lame RAID phenomenon would be
nature in low-end and medium class SSDs
because of the limitations in SSD controller

(e.g. SRAM resource, FTL, garbage
collection)
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Lame RAID Phenomenon

» Users of RAIDed HDDs also report a related
Issue

 http://www.tomshardware.com/reviews/HETERO
GENEOUS-RAID-ARRAYS-WORK,1789.html

« Each component HDD has different average
performance: e.g. 7.2K rpm, 10K rpm, 15K rpm
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Lame RAID Phenomenon

= Some solutions
« Application-side

 RAID controller-side
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Lame RAID Phenomenon

= Performance of RAIDed SSDs with mild
variance
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Next Attempt with High-End SSDs

= High-end commercial SSD

 SLC based SSD (10 channel)
« 170 MB/s

* No lame RAID

* 6 SSDs




Striped Sequential Write

= Slower than expectation: why?

= Striped sequential writes from RAID controller
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Striped Sequential Write

= Some solutions

« Application-side
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Striped Sequential Write

= INDILINX New Firmware
« 180 MB/s
 No lame RAID
e 6 SSDs
« Expectation 6 x 180 MB/s = 1080 MB/s




Summary

* RAIDed SSDs would be popular; but RAID
and SSD are not aware of each other

= For multiple concurrent sequential writes,
RAIDed SSD reveals two issues
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Some Notes about this template

= The first action you should take is to save this
presentation

* You have opened a design template (.pot)
— Need to save as .ppt

= A master exists for:
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