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Cloud Changes Storage Dynamics
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Shifts in the Marketplace

SUMMIT

Storage Growth Forecast

= NV Memory in Mobility Industry Trends

E Personal Storage _
= New architectures: Atom, ARM,

E Enterprise / Cloud Android, 10S

E CE & Other
» Internet Bandwidth, Low-Capacity

Clients and Privacy Concerns

xPC

» Video, M2M, Analytic Data

PB Shipped

= “Anywhere, Anytime” access,
Mobility and Datacenter Economics

» Flash, SSD, Tablets & Mobile
Clients “Good Enough”

2010 2015 2020

Source: Hitachi GST
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Drivers for High-Performance Storage

Several system and application drivers are increasing the demand for
high-performance storage solutions going forward

Digital Media |‘Big Data’
Distribution

tasking & -
lultitenancy,
loud Computing

= |[ncrease
throughput req

» |[ncrease in latency
command completio
requirements

Storage devices utilizing non-volatile memories are uniqguely poI SIIHM!MM E

‘1O Gap’ and deliver these high-performance storage solutions

Server and S
Virtuali
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SSD & HDD — Complementary ‘Building Blocks’

SUMMIT

Enterprise SSDs will continue to carry a significant $/GB multiple over
Enterprise HDDs — SSDs will be deployed where performance justified

Enterprise Storage Device Price
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Note: HDD = 2.5" 10K RPM & 15K RPM HDD

Source: Hitachi GST Estimates
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Enterprise Market Forecast

(KUnits) Enterprise SSD - SLC/MLC Mix
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TSRS Storage Tiering & Caching

Storage solutions will deploy a combination of highly-optimized storage devices
to strike the appropriate balance between performance and cost

om
g ‘.."u-

Tier O
As ‘permanent’ storage tier or
as transparent caching tier

= NVM: SLC & MLC NAND SSD
= Best IOPS/$, Best IOPS/Watt

= 10K / 15K RPM SAS HDD
= Best balance of Performance
and Capacity

INETHL

= 7200 RPM SAS &
SATA HDD
= Best $/TB value

| = Low-RPM HDD, Tape
- “ ., =Best TB/Watt

Long-Term Archive

A given storage solution may not implement all tiers and tiers may be split across
systems or locations — e.g. alocal Tier O Gateway combined with Tier 2 Cloud Storage

Santa Clara, CA
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NAND Flash Component Outlook

Conventional NAND technology is expected to scale into 1xnm, providing a
media roadmap for future Enterprise SSDs generations into 2015

NAND Flash Mass Production Dates
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Enterprise SSD Product Generations
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,'*(\ SLC & MLC For Enterprise Applications
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MLC will emerge as a more cost-effective NAND media option
for Enterprise applications this year

Performance Write Cost Key Take-Aways
(Random 70/30 Endurance Effectiveness : _

Read/Write) (PB/Written) (GB/$) = MLC will deliver
performance close to SLC
at significantly lower cost

£

= MLC write endurance is
appropriate for a 3-5 year

1.1 -1.4x* ~9X A ~2x product life in the majority
of Enterprise applications

SLC
/ = SLC is the more economic
y y MLC NAND choice for
SLC applications with very high
MLC MLC SLC write work-loads

* Note: Depending on workload 10 size and queue depth
Source: Hitachi GST estimates
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% Anatomy of an Enterprise SSD

SUMMIT

When considering various SSD offerings, it is important to remember
the fundamental ingredients of an SSD

Drive Interface Enterprise Reliability
(SSD Controller) (SSD Controller)

NAND Array

SERIAL

ATA

77 Serial
-l‘ """" Attached T

N §CS|
EXPRESS’
System integration, Full set of Enterprise NAND investment
scaling and requirements, especially determined by amount of
high-availability needs reliability and error recovery NAND and type of NAND

© 2011 Hitachi Global Storage Technologies
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Enterprise SSD - Interface Choices

For a given internal or external Enterprise storage system, numerous factors
need to be considered to chose the most appropriate SSD interface

Interface SATA SAS PCle
Proprietary or NVM Express or

Command Set ATA SCSI SCIS-over-PCle
Main Form Factor 2.5 2.57, Others? 2.5”, Cards

: 9W Dual Port /
Mad Device Power ow 25\W MultiLink SAS? 25W
Transport 6Gb / Port -> 4Gb / Lane ->
Bandwidth 6 Gb/ Port 12Gb / Port 8Gb / Lane
Interface : Dual Port / :
Configurations Slilgfis el MultiLink SAS Four Ports peligs danes

. Vendor Specific; NVM Express
Standardization INCITS / SATA-10 INCITS / STA Group, INCITS / STA: PCI-SIG
Product Now Two Port: Now Proprietary: Now;
Availability MultiLink SAS: TBD NVM Express: TBD; SOP: TBD

© 2011 Hitachi Global Storage Technologies
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% SAS SSD — A Mature Building Block

SAS SSDs enjoy the Enterprise maturity and support of the
well-established SAS eco-system

Santa Clara, CA
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SSD - Enterprise System Fit

Application needs associated with certain Enterprise system segments
typically lead to an SSD product preference

Storage System Web 2.0
Infrastructure

SAN & NAS Server App / DB Blade Server

SATA @ N 4

No Port Redundancy, No Limited Interface Bandwidth Limited Interface Bandwidth
T10 DIF at 6Gb, No T10 DIF at 6Gb

SAS J S S J J S

PCle @ J N AN 4 N AN 4

No Good Scaling Option Limited RAID Options

© 2011 Hitachi Global Storage Technologies
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SAS SSD — Measuring Today’s Solutions
The server test configuration consists of widely available,
industry-standard components
== :
L i ==
! P e 1 | ——

Industry-Standard Server

= 100/200/400GB SLC
= SAS 6Gb and
FCAL 4Ghb

» Leading Enterprise
feature set

and reliability
Hitachi Ultrastar™ SSD400S
SAS HBA or RAID Controller
Other system configuration items: Windows Server 2008 R2, iometer 2007; 6Gb SAS, single port / SSD
Note: Trademarks are the property of their respective owners.

Solid State Drives
SSD configuration: SSD completely full, access is full drive volume, all performance is sustained steady-state

© 2011 Hitachi Global Storage Technologies
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ory SAS SSD Scaling Example-Small Random 10

4K Random
700 IOPS
(%] 1
T Dashed lines are targets$ for perfect SSD scaling _ -
& 600 I0PS . =
= : P
2 50010PS i ——
i - _E
400 10PS e —
) ”i ' - !.’ -
300 I0PS - - —”,r
200 I0PS S LA S
100 10PS l;’,—x:_——" |
OIOPS _1 |— T T T T T T I| T T T T T T T 1

1 2 3 4 ) 6 7 8 9 10 11 12 13 14 15 16
Number of SAS SSDs

# RandRead4K ™ Rand70/30 R/W4K A Rand Write 4K

Note: Hitachi Ultrastar SSD400S SAS SSD, 200GB, QD=32 per drive; 4KB IO size, 4K-aligned

Santa Clara, CA
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SAS SSD Scaling Example — Large Random 10

SAS SSDs connected to a multi-port SAS HBA show performance scaling
for large random 10 up to the max throughput limit of the HBA

64K Random
8000 Mp/s T —
Dashed lines are targets for perfect SSD scallng _-
7000 MB/s :
i Max PCle throughpptffor two HBAs
6000 MB/s :
: - " _ -
5000 MB/s : — e
4000 MB/s —— —= ——h
Max PCle throughput forone HBA ' _ -~ _---"
3000 MB/s = Pl e
2000 MB/s D A S A
_ s wWFE_ - _ - - = :
1000 MB/s — &= A= :
S '
OMB/S T T T T T T T T T T T T T T T T 1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Number of SAS SSDs

# RandRead 64K ™ Rand 70/30 R/W 64K A Rand Write 64K

Note: Hitachi Ultrastar SSD400S SAS SSD, 200GB, QD=32 per drive; 64KB IO size, 64K-aligned

Sl ElalE, (0 © 2011 Hitachi Global Storage Technologies 16
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SAS SSD Redundancy Option — RAID 5

SAS SSDs in RAID 5 deliver cost-effective, high-performance solutions for
applications with high read mix where redundancy is a requirement

RAID 5 targets for perfect SSD scaling:
— Read : (Number of SSDs) * Read Performance of a Single SSD
— Write : ~ (Number of SSDs) * 50/50 Read/Write Performance of a Single SSD / 4

64K Random
4000 MB/s - o e e GO s
ashed lines are targets tor perfect Scalln -~
3500 MB/s & P & -
Max PCle throughput for one RAID Controller -~

3000 MB/s —ezs
2500 MB/s —a=
2000 MB/s —— =

1500 MB/s ==

1000 MB/s w

500 MB/s I 4-——=== r'y

O MB/S 1 1 1 1 1 1 1 1
1 p) 3 4 5 6 7 8

RandRead 64K ™ Rand 70/30 R/W 64K A Rand Write 64K

Note: One 8-port RAID Controller, Hitachi Ultrastar SSD400S SAS SSD, 200GB, QD=32 per drive; 64KB |0 size, 64K-aligned
Santa Clara, CA
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somenirs ~ | he Preferred Enterprise SSD ‘Building Block’

* New applications & virtualization increases
the randomness of 10s, demanding high-

Enterprise SSD Revenue Forecast
performance storage

. S45
c
* “One Size Does Not Fit All": Storage 2 40 -
solutions will be tiered to strike a balance @ 935 —
between performance and cost »3.0 "
$2.5 - -
» When selecting an Enterprise SSD, the 920 —— -
maturity and capabilities of the host $1.5 T
interface and the SSD controller are as $1.0 NN B B
critical as the NAND memor $0.5 T |
g B B BT
» SAS SSDs are expected to be the 5011 2012 2013 2014 2015

preferred, most broadly applicable ‘building
block’ for high-performance Enterprise
storage solutions going forward

®SATA ¥ SAS/FC ™ PCle

Source: Hitachi GST Estimates
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