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Valued Acceleration Approaches 
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Acceleration for CIFS 

Acceleration for iSCSI 

Acceleration for NFS 

Acceleration in all-flash storage array 

Acceleration in software - agent in hypervisor or OS to tier to 
fast disk or SSD 

Acceleration for Fibre Channel 

Acceleration in network 

Acceleration in hybrid flash+disk storage array 

Acceleration in server – Flash as cache or storage 

Source:  Taneja Group, 2013 



Simple:   Server to SAN Caching 

FC SAN 

SAN enables sharing of storage resources 
• Centralized provisioning and management 
• Simple workload / configurations 

Legacy application environment  
• LUNs not shared 
• Many solutions work  

Workload to Storage Binding 
(logical view) 

Compute to Disk Connection 
(physical view) 

Array resources 
are shared 

LUNs are not 
shared 

http://www.google.com/aclk?sa=L&ai=CoQzkPEydUYjnDK73iQLVtYHAA4Tku8oDhIG1n0Go4LuORAgFEAIoBVCqupPkBWDJ5vCGyKOQGcgBB6oEJE_QiJebn-JJmw7vpt-ztoOb0SxOcfk4bFZaQdT4agit90bSb8AFBaAGJoAHtJ3JHuAS8f2_sOmDp6tU&sig=AOD64_1vWCFJ2-iJ36djCfzlIaERqT-DgQ&ctype=5&ved=0CDkQwg8&adurl=http://partsourceonline.com/aj940a-hp-d2600-disk-enclosure/&rct=j&q=direct attached storage enclousre


Server 
Cluster 

Virtualized and Clustered Software: 
Caching SAN Adapter 

FC SAN 

Clustered application environment  
• LUNs must be shared 
• Access to original cache retained 

App Cluster 

SAN enables sharing of storage resources 
• Caching SAN adapter works in clustered / virtualized 
• Target/initiator enables sharing of caches 
• No duplication of cache required; no coherency issues 

Workload to Storage Binding 
(logical view) 

Compute to Disk Connection 
(physical view) 

http://www.google.com/aclk?sa=L&ai=CoQzkPEydUYjnDK73iQLVtYHAA4Tku8oDhIG1n0Go4LuORAgFEAIoBVCqupPkBWDJ5vCGyKOQGcgBB6oEJE_QiJebn-JJmw7vpt-ztoOb0SxOcfk4bFZaQdT4agit90bSb8AFBaAGJoAHtJ3JHuAS8f2_sOmDp6tU&sig=AOD64_1vWCFJ2-iJ36djCfzlIaERqT-DgQ&ctype=5&ved=0CDkQwg8&adurl=http://partsourceonline.com/aj940a-hp-d2600-disk-enclosure/&rct=j&q=direct attached storage enclousre


Application Acceleration Requirements 

•Must be simple to deploy and manage – minimal 
SW footprint with drivers, caching SW in host 

•Able to accelerate enterprise application software 
including cluster and virtualized 

•Cache must be shared – no duplication, coherency 
•Non-disruptive to existing network/SAN, policies, 
management tools 

•Proven, stable technology – can’t take chances 
with critical data 
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