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Source: Dictionary.com 



Intelligent Caching Topics 

• Coherency 
• Dynamic Cache Sizing 
• Complimentary to the Storage Caching 
• Coordinated Caching 
 

Flash Memory Summit 2013 
Santa Clara, CA 

 
3 



Intelligent Caching Topics 

• Coherency 
• Dynamic Cache Sizing 
• Complimentary to the Storage Caching 
• Coordinated Caching 
 

Flash Memory Summit 2013 
Santa Clara, CA 

 
4 



Data Coherency Implications with 
Caching    
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What is data coherency? 
 Consistency between data  

in cache and data on disk 

Why is data 
coherency important? 
 Caches that don’t recognize 

changes to the primary  
data copy (e.g. via 
SnapRestore®) will cause data 
corruption issues 
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• When does the cache invalidate data? 
• Is the cache a write-through or a write back cache? 
• Does the cache retain data across a reboot etc? 

Key criteria 
include 
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Introducing NetApp’s Flash Accel 
Flexible Deployment 
 Software only, compatible with any 

server PCI-e flash or SSD drive 
 Choose your own flash device 

 
Sustainable High Performance 
 Intelligent data coherency: block-

level invalidation rather than flush 
entire cache 

 Persistent cache across VM / server 
reboots 

 
Extend ONTAP value into the server 
 Mechanism for deeper ONTAP 

integration in the future 
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Coherent Cache Behavior 
And Flash Accel Intelligent Invalidation 
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Dynamic Cache Sizing 
• Intelligent Cache is one that adjusts dynamically based 

on the workload 

Flash Memory Summit 2013 
Santa Clara, CA 

 
10 

 
 

Guest OS 

Application 

Guest OS Agent 

VM1 

 
 Guest OS Agent 

Guest OS 

Application 

VM1 

 
 Guest OS Agent 

Guest OS 

Application 

VMn 

Cache 

Host Agent 

Cache Cache 

vSCSI 

Application gets busy 

Agent recognizes need 
for more cache 
and requests it 

Cache grows to 
accommodate  



Intelligent Caching Topics 

• Coherency 
• Dynamic Cache Sizing 
• Complimentary to the Storage Caching 
• Coordinated Caching 
 

Flash Memory Summit 2013 
Santa Clara, CA 

 
11 



12 
WS Size: 500GB; Cache Sizes: 500GB;  Server flash: LSI Nytro WarpDrive PCI-e; Server Cache Hit: 80%;  Flash Cache Hit: 90%:  Read/Write :  90%/10%. 
Simplified Single Workload Environment; Working Set > Cache. Performance data will change based on system and workload configuration. 

Flash Accel and Flash Cache 
Higher storage efficiency for MS-SQL 
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IOPS from Array IOPS from Server Flash 

Array CPU util% Array disk util % 

Flash Cache alone increases 
IOPS by 45% 
 
Flash Accel achieves same 
IOPS but offloads 80% to 
server 
 
Flash Cache + Flash Accel: 
best of both worlds 
 
Adding Flash Accel to Flash 
Cach potentially reduce stg 
cost by 30% 

Additional 50% reduction 
 in disk utilization 

44% 86% 84% 85% Server CPU 
Util % 

Storage 
Optimized 



Adding Flash Accel to Flash Cache 
Provides 2.2X IOPS Increase  

Note: Tested FAS3270 with SATA Drives, Micron P320 PCI-e card on ESX host 
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Coordinated Caching 
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MS Exchange server 

NetApp Storage Controller 
w/ Flash Cache 

1. No Caching 
      (baseline) 

2.  Add storage Caching 
    206% increase in IOPS 

3.  Add server Caching 
    224% increase in IOPS 

4.  Coordinated Caching 
     246% increase in IOPS 
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