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oud application: Web search
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Source: “Web search using mobile cores, ISCA 2010

Query performance is measured as an aggregate of
ALL query processing nodes (not just individual discrete nodes)
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l) using Flash devices

Flash used as
direct HDD replacement

Flash
(App. Data)

Flash HDD Data locality managed via
Usage #2  Memory €—> (Cache) —> (App. Data) Software-based caching

: Data locality managed via
Caching Flash HDD

Usage #3 = Memory <€—> Controller €—>  (cohe) € (anp Data) RS BeEsbasecicaching.
Hardware Transparent to Application
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Usage #2

Usage #3

N
Not cost effective for large datasets

y

~ ™)
Most cost effective. App can be specifically tuned
for Flash perf/endurance parameters
" y
4 ™)
Less cost effective than #2. Well suited for
accelerating legacy/3™-party Apps

\ y
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Ical) using Flash devices

Flash used as
direct HDD replacement

Data locality managed via
Software-based caching

Data locality managed via
Hardware-based caching,
Transparent to Application
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detalls

(COLD) : .
Software is customized and
tuned for ...
= Flash device latency and
bandwidth characteristics
APP.
BUFFER .
POOL “ DATA = Access patterns (random,
PAGING sequential), block sizes
= Data placement and locality
(hot/warm/cold migration)
MEMORY FLASH HDD
Capacity: 1x 8-10x 16-20x
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nlied to Cloud servers

Not too “big” Not too “small” !
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cteristics

ed (e.g. dual ported SAS)

= MTTF = 1.5M hours (AFR ~0.5%)

Cost economics

= Ride commodity cost curves, e.g. MLC / TLC NAND

= Connect via available motherboard ports (e.g. no expander/HBA)
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cteristics (continued)

ak-, ~40K average is good enough

= Latency consistency: 99.9999t percentile close to average latency

Endurance : Sweet spot (15-20K P/E) and low retention (30 days max)

L ow Power: ~5W max
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SDs

er day? Terabytes written? PE-cycles?
RT counters

= |nconsistency in power-loss features

= Latency inconsistencies

= Varying performance over lifetime

= Management at scale
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nd requirements of the Cloud
zation to bring value to customers
= Performance is not the only metric that matters

= This is the right time to drive disruptive innovation !
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