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W Huge growth in M&E storage
sumimiz  Fequirements for digital content
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== Solutions that address two key challenges facing M&E industry:
== Data Storage

== Securely and cost-effectively recording and storing digital content
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Bandwidth

securely and cost-effectively transporting.a#

for any given production data volume grows rapidly from set through post to final delivery

— FQRGE

l g’
aad
. 3
]
4
::i
2

i3

g

B
: 3
t

- B

: 22




The Challenge

Where to put it all?

How to get it from Ato B?

= ... quickly
... securely

_' o and cost effectively!



SWRrory Answer ... easy!

SUMMIT

* Buy lots an- ‘ash memory
e Ripouta ‘ADDs

o Install T te Ter-hyte SDs

e Live ha aver .
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Cost Effective/getting the right balance

Speed

Capacity

— FQRGE



*1, Why ZFS versus traditional FC RAID?

SUMMIT

ZFS Is both a
File System and
Volume Manager
128 bit addressable capacity
(16 billion-billion times more than
current 64 bit applications)
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Intelligent Caching




J&noy From Camera through Post

SUMMIT

\Y/F=Te Linux Windows

Editorial VEX Final Co!or
Workstation Workstation Workstation

On-Set :
Near-Set File

Highly Server
Functional Hybrid

Mobile
: LumaNAS Storage
Workstation PoolS
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% LumaNAS Mobile Unit

SUMMIT

On-set
SSD
Camera
mags
and
shuttle
drives
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LumaNAS 3.0 facility shared storage

Mac Windows Linux

Editorial VFX Color Clients
Workstation Workstation Workstation

SSD
: NFS/SMB 10Gb or 40Gb
docking N |0GbaseT Networks
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Servers
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Object-based WAN storagg
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LumaSHARE

object-based
intelligent content
| fast secure everywhere \

Simplify i Objectify \
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S0y Summary

SUMMIT

e Storage requirements growing rapidly in M&E
o Still require hybrid storage solutions

 HDDs for high capacity & low cost

e SSDs for high speed & hot data

« DRAM for fastest speed but
o« ZFS — 215t century storage g
* Object-based storage for glo

nighest cost
ue

pal distribution
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Thank Youl!

R
® System Integrator & VAR
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