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Life before Flash & The Promise
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The Promise: Hash will close the “Performance Gap”



Today’s Actuality
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New Promise toward Balanced End-to-End Solution
Performance
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0 Fulfill the Promise: Closing the “Performance Gap”




Balanced End-to-End Latency (& Capacity)
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Balanced End-to-End Latency (& Capacity)
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Balanced End-to-End Latency (& Capacity)
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Balanced End-to-End Latency (& Capacity)
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Get the bottleneck away from storage..#
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Enabling End to End

e
Standards

j Applications

&
]

Flash..Beyond
Performance

r




Embrace Standardization
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Enable Application Intelligence
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Enable Application Intelligence

Application

Results in ...

 Faster accesses
* Higher endurance
= e Lower power




Flash Evolution: Storage Consolidation

Near Future: One
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7 - 2U Servers
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_=

}

}

}

}

.-ww

All Disks

e

X 8x 6X 8X

Density Speed Lower Lower
T ——— | P&C weight

All Has.

e

Today: Half Petabyte
7 - 2U Servers
12 - 3.5"6TB HDDs

Near Future: One
Petabyte

1- 2U Servers

24 — 2.5" 42TB SSDs
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Where we are
Today




Bridges yet ahead

Still early in standardization
Logical & Physical Interfaces
Application/OSIntelligence
Form Factors
Error Handling

Performance / Functionality

e " /creatingﬁortunitiesforinnovation
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