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Designing a Scalable Windows 
Datacenter 

Flash Memory Summit 2014 
Santa Clara, CA 

What a datacenter solution 
needs 

Hardware Compute hardware 

Storage hardware 

Management 
hardware 

Software 

Management 
software 

Internet connections 
to tenant networks 

Virtual machines running 
management software 

Virtual machines running 
tenant workloads 
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SAS as Part of System Design Considerations 
for Continuous Availability Cluster 

Additional JBODs … 

1/10G E or InfiniBand 1/10G E or InfiniBand 

SAS Expander SAS Expander 

SAS Expander 

Storage 
Controller 

SAS Expander 

Storage 
Controller 

2-node Design Example (with Direct-Attached SAS)  

Serial Attached SCSI used as data connection and storage controller interconnectivity 
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Scaling Storage with SAS 
N+2 redundancy 

•  4-node storage cluster 
•  4 JBODs with SAS SSDs & 

HDDs 
•  Enclosure-aware 3-way 

mirror or dual parity 

Performance 
•  SAS SSDs configured in 

tiered storage spaces 
•  RDMA-capable NICs 

SAS details 
•  SAS expander configuration 
•  SAS disk controller 

supported configurations 
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Hardware 

32-node 
Windows Server 
Hyper-V cluster 

4-node 
Windows Server 

management cluster 

6Gb/s SAS 
(multiple links) 

10 Gb Ethernet 
(multiple links) 

4-node 
Windows Server 

scale-out file server 

4 60-bay SAS JBODs (SSDs & HDDs) 

Software 
Internet 
connections to 
tenant networks 

Virtual machines running 
tenant workloads 

Virtual machines running 
VMM, AD DS, DNS, etc. 

Virtual hard disks for virtual machines 

Continuously available file shares 

CSV volumes 

Storage spaces w/ storage tiers 


