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NAND Flash Performance Issues 
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SSD	
  NAND	
  Flash	
  	
  
Performance	
  	
  

	
  
Performance	
  changes	
  over	
  5me	
  
	
  
Performance	
  is	
  affected	
  by	
  the	
  	
  
SSD	
  	
  “write	
  history”	
  
	
  
Performance	
  depends	
  on	
  the	
  	
  
type	
  of	
  workload	
  

Measurements	
  are	
  affected	
  by	
  the	
  
test	
  plaCorm	
  hardware	
  &	
  soEware	
  

	
  
	
  

	
  



The Solution:  Industry Standard Specification 
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SNIA	
  Solid	
  Storage	
  Storage	
  
Performance	
  Test	
  Specifica5on	
  
Defines	
  a	
  standardized	
  test	
  methodology	
  for	
  
compara5ve	
  performance	
  test	
  of	
  NAND	
  Flash	
  based	
  
SSD	
  Devices	
  

Specific	
  Pre-­‐condi5oning	
  and	
  Steady	
  State	
  
Determina5on	
  Criteria	
  

Standard	
  “Basic	
  Benchmark”	
  tests	
  for	
  IOPS,	
  
Throughput,	
  Latency	
  &	
  Write	
  Satura5on	
  

SNIA	
  “Advanced”	
  tests	
  focusing	
  on	
  Response	
  Time	
  
satura5on	
  and	
  changes	
  in	
  sustained	
  s5mulus	
  

Defines	
  a	
  normalized	
  Reference	
  Test	
  PlaCorm	
  

Lists	
  Standard	
  Results	
  Repor5ng	
  Format	
  

	
  
Note: The Calypso RTP/CTS is the official SSSI PTS Reference Test Platform 



PTS	
  1.1	
  “Basic	
  Benchmark	
  ”	
  tests	
  reported	
  by	
  Calypso	
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  Note:  Average and Maximum Response Times are reported for the PTS Latency test (at T1Q1 and a lower IOPS level than the PTS IOPS test). 
Additional Response Time “Confidence Levels” are important and can be observed in Response Time Histograms 
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  Note:  For SSDs, WSAT shows FOB peak immediately after a Device PURGE.  Here, RND 4K 100%W are applied for 6 hours. 
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  Note:  IOPS v TGBW shows how many “Drive Fills” occur by the end of the 6 hour test.   Faster drives (higher IOPS) with 
 lower capacities will show more Drive Fills.  Slower drives (lower IOPS) with larger capacities will show fewer Drive Fills. 
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  Note:  Above IOPS & Response Times are measured during the PTS IOPS test (at T2Q16 or T4Q32) which is optimized for higher IOPS. 
 This differs from IOPS & Response Times measured during the PTS Latency test (at T1Q1) which is optimized for lower Response Times. 
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  Note:  Response Times are for SEQ 1024K measured during the Throughput test (at T1Q32). 
Bandwidth increases as lane speeds and number of lanes increase. Drives can be optimized for higher Bandwidth and lower IOPS. 



9	
  Note:  Response Times are for SEQ 1024K measured during the Throughput test (at T1Q32). 
Bandwidth increases as lane speeds and number of lanes increase. 



PTS Latency Test Histogram for RND 4K RW0 at T1Q1 
How long does it take for 99.999% of total IOs to occur? 

10 
All testing conducted by Calypso on the RTP/CTS pursuant to the SNIA Solid State Storage Performance Test Specification-E v 1.1 

For more details, go to www.calypsotesters.com/news 

Note:  Response Times Histograms show the distribution & frequency of all of the IO response times during the measurement period.  In addition to Average and Maximum  
Response Times, levels are shown for 99%, 99.9%, 99.99% and 99.999% IO completion (or number of “9’s” Confidence Level – aka “Quality of Service” or “QoS”). 



Comparing PTS Latency Test Response Time Histograms 
Bars = Response Time Levels; Tan line = IOPS at T1Q1 
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All testing conducted by Calypso on the RTP/CTS pursuant to the SNIA Solid State Storage Performance Test Specification-E v 1.1 

For more details, go to www.calypsotesters.com/news 

Note:  RT Histograms for each device are compared above with RT Bars for ART, MRT and RT Confidence % levels.  Dotted red line shows the Client SSD from the previous slide. 
Response Times & IOPS measured during the PTS Latency test (at T1Q1)and differ from Response Times & IOPS measured during the PTS IOPS test (at T2Q16 or T4Q32)  



What’s Next?   
SSSI Technical works include: 
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Enterprise	
  Workloads	
  
Inves5ga5on	
  of	
  Synthe5c	
  Enterprise	
  workloads	
  
Establishing	
  test	
  methodologies	
  and	
  templates	
  for	
  Enterprise	
  Applica5on	
  workloads	
  

Client	
  Composite	
  Workloads	
  
Inves5ga5on	
  of	
  Client	
  User	
  workloads	
  
Workload	
  IO	
  Capture	
  Program	
  (WIOCP)	
  tools	
  to	
  download	
  actual	
  user	
  workload	
  sta5s5cs	
  
Synthesizing	
  IO	
  sta5s5cs	
  into	
  a	
  Client	
  Composite	
  Workload	
  for	
  ranking	
  Client	
  SSDs	
  

Standard	
  Hardware	
  for	
  Reference	
  Test	
  PlaCorm	
  
Qualifica5on	
  of	
  12Gb/s	
  HBAs,	
  SFF	
  8639	
  2.5”	
  plaCorms,	
  M.2	
  interposer	
  boards	
  
Client	
  dev	
  sleep	
  motherboards,	
  Power	
  tests	
  

Moving	
  up	
  the	
  IO	
  Stack	
  	
  
Inves5ga5on	
  of	
  tes5ng	
  RAID,	
  ARRAY	
  and	
  File	
  System	
  level	
  tests	
  

	
  

	
  



Interested?   
Come join the work. 
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snia.org/forums/sssi 
 



 
For more information, contact Calypso Systems, Inc.    

info@calypsotesters.com        www.calypsotesters.com 
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