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FlashMemory SingTel Group Overview

« Asia's leading communications group Providing a wide spectrum of multimedia
and ICT solutions.

* Including voice, data and video services over fixed and wireless platforms.
The Group has presence in Asia and Africa

8 million mobile customers in 25 countries.
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2 Burkina Faso 100%  8.Congo Brazzaville 90% 14 Tanzania 80% 100%
3.Ghana 75% 9.DR Congo 95.5% 15. Malawi 100%
4 Miger 90% 10.Zambia 96.4% 16.Madagascar 100%
. S.Nigeria 79% 11. Uganda 100% 17.Seychelles 100%
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FlashMemory SingTel Service Provider Cloud OS
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= SingTel Service Provider Cloud OS Platform is the
start of a journey
« Initially Infrastructure as a Service (laaS)

laaS

Windows Azure Pack Portal

Network Virtualization

Provisioning — Software Defined Everything

Systems Management
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FlashMemorY Software Defined Storage Architecture

[ SumMMIT

10Gb-E 10Gb-E
RDMA Port | RDMA Port

File Server Node 1

File System
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File Server Node 2

CSV v2 + CSV Cache (e]oJo)

Failover File System
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SAS SAS SAS SAS
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‘ Storage Pool(s)
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SAS HBA SAS HBA

Dual Port SAS Disks

SAS JBOD Chassis
with Dual Expanders
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SAS JBOD Chassis
with Dual Expanders

l:’ External Storage . File System Stack

I:l Storage Stack
Flash Memory Summit 2014
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I:l Clustered Shared Volumes v2

All Storage in the solution is from a file
server using SMB3 with RDMA

« Dual 10 GbE per server

« Each server in the file server is

active-active

Software Defined Storage Stack
SMB3 RDMA access protocol
Clustered Shared Volumes
Storage Spaces with Tiering
JBOD Enclosures

* Mix of SSD and HDD
Fault Tolerance is critical

* Network

e Server
HBA/SAS links
JBOD

» Disk

 Power
Based on Windows Server 2012 R2
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FIasJIM emory VM Boot Storm Workload

- The value of flash -

» Goal: Reliably boot ~1800 VMs

e Understand number of VMs that can be
deployed at one time

« Cold/first boot performance analysis
« Post Tiering optimization
* Design Goal: Size the storage subsystem
* Pre-Tiering and Post-Tiering
— 200 GB SSD
— 800 GB SSD

Flash Memory Summit 2014
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FlashMemory Flash Tiering Results

IR - VM Boot Storm

Test Test Run # of # of VMs Per-VM Boot Time in seconds
Configuration VMs booted Max (901
creat

Average

od Perc)
800GB SSD Baseline (Pre-tier) run 1792 1792 17 173.4 462 811
Post-tier run 1792 1792 17 21.6 24 24
200GB SSD Baseline (Pre-tier) run 1792 23 583 996 1629

After balancing the tiers:

- 200GB SSD Setup: ~320 VMs failed to boot

- 800GB SSD Setup: All VMs booted

Takeaway: Full rack can simultaneously boot ~1800
VMs in cold-boot power recycle scenario

After balancing the tiers:
- 800GB SSDs reduce average boot times by 23x
Takeaway: Tiering accelerates subsequent VM boots
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FlasleemOI'Y The Money Slide...
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Pre and Post Tier VM Boot Times Comparison (800GB )
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After balancing the tiers:

- 800GB SSDs reduce average boot times by 23x
- Average of 173 seconds reduced to 22 seconds

- Maximum of 811 seconds reduced to 24 seconds
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FlashMemory Summary

* Including SSD In Software Defined Storage
makes a huge difference

= SSD for IOPs balanced with HDD for capacity
IS critical for a cost effective SDN Solution

= Correctly sizing the SSD tier using real world
workload analysis is critical

Flash Memory Summit 2014
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