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Agenda 

 Spinning disk are the bottleneck 
 All databases can benefit from flash 
 Flash deployment methods and example 

results 
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Flash Storage – a DBA’s Dream! 

In the last 10 years… 

 

CPU Speed: Performance increase roughly             8-10x 

DRAM Speed: Performance increase roughly           7-9x 

Network Speed: Performance increase of                100x 

Bus Speed: Performance increased roughly               20x 

Yet… 

Disk (storage) speed: Performance increased only 1.5x  

 

 

With Flash, storage finally catches up! 
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Before flash, the costly ways to 
increase database performance… 

Most Costly & 
Volatile 

Time Consuming, 
Very Expensive & 

Risky 

Wasteful, Expensive 
& Ineffective with 
Storage Latency 

Issues 

Expensive & 
Ineffective for 

Storage 
Performance Issues 

Add More 
Memory 

Typical 
Performance 

Mitigation 
Tactics 

HDD 
Performance 
Enhanceme

nt 

Add CPUs 
Tune & 
Modify 

Application 



 No application 
Or architecture 
 Changes 

Benefits &  economics     
                outweigh  
                         disk 

Reduce floor space,  
      power & cooling 

   Servers,  
      Applications and 
      Databases are                
   FASTER! 

Understanding Application Efficiency using Flash Storage 

 
CPU Utilization 

 & App. Efficiency 

     4% 
 
Total Application 
Processing Time 
  5,200us (5.2ms) 
 
 
 
 
 
 

5,000us (5ms) 
 
 

200us (.2ms) 

Application  
Processing Time 

 
 
 
 
 
 
 
 
 
 
 
 
 

Time Waiting for I/0 
(Waiting for Array) 

 
 

Time Processing Data 
(Server CPU) 

Disk/Hybrid  FlashStorage 

 
CPU Utilization 
& App. Efficiency 

     50% 
 
Total Application 
Processing Time 
400us (.4ms) 
 
 
 
 
 
 
 
200us (.2ms) 
 

200us (.2ms) 

What do you do 
with the Extra 

Time? 



Improve Performance 

Oracle 
• Standalone 
• RAC 

MySQL 

SQL Server 
• Standalone 
• Clustered 
• Always-On 

DB2 Sybase 
SAP HANA  

Flash is an equal opportunity database accelerator.   
You name it, flash makes it faster. 

Industry leading databases accelerated with flash 



Great application benefits 
• Highest possible write performance, essential for 

database transaction logs 
• Highest possible read performance, no cache missed 

Implementation peace of mind 
• FlashSystem with 2D RAID  and IBM patented 

Variable Stripe RAID provides data protection 
• Still uses replication for DR 

Extend value of existing investments 
• Continue use of existing storage for “cold files” 
• Frees resources for other workloads on SAN 

This method will give 
you deterministic 

performance for target 
applications 

Place “hot 
files” on Flash 

Place “cold files” 
on  existing 

storage solution 

            Manual Data Placement 

Database is analyzed to target the 
data which need performance 

increases 



Only writes on 
secondary 

storage 

Reads and writes 
on faster storage 

Reads and writes are divided among 
the storage options.  This removes 

pressure on slower storage 

               Preferred Read Architectures 

Great application benefits 
• Reads become “Flash fast” 
• Writes are as fast as the other SAN array 

note that you usually write to array cache 

Implementation peace of mind 
• Adding redundancy without introducing risk 
• Data is still stored on the other SAN array 

Extend value of existing investments 
• Continue use of array SW features 
• Frees resources for other workloads on SAN 
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S 

S 

F 

S 

S 

A 

S 

ASM FG2 

Writes 

Reads 

Active 
Data 

Transitional 
Data 

20 TB 

5 TB 
Archive 
Data 

100 
TB 

ASM FG1 

ASM 

Boost Performance, 
Boost Redundancy 
 - Without Disruption 
 - Without Risk 
 - Without Feature Loss 

IBM 
FlashSystem 

SAN 
SAN 

DB Servers 

Mirror Active 
Data 

Transitional 
Data 

20 TB 

5 TB 

Preferred Read Example 
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Preferred Read Acceleration – Comparing 
Oracle AWR logs 

Before 
Read From Disk 

After Acceleration  
Read From FlashSystem 

The average read response time for the first instance  
accelerated from 15.33 ms to 0.43 ms  

and average IOPS accelerated from 3644 to 111831 
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       Flash Storage 

SQL cluster 
SQL Server SQL Server 

Problem 
Experiencing pain with JDE BD  

loads / backups / restores 
Needed better system performance 

for the end user 
 
Solution 
 Installed IBM FlashSystem into  

a SQL DB, clustered, running Oracle 
JDE 
 Included Oracle OLAP processes 
 
Benefit 
Backup Time improved from 5 
hours to 42 minutes 
Restore Time improved from 
6.5 hours to 1.2 hours 
Batch times went from 7:30 
hours to 2:37 and 17:47 to 
7:07 

All Flash Case Study: Life Sciences Client 
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     Cost savings is BONUS! 
 

• 38% Lower software license costs 
– Due to fewer cores 
– Lower software maintenance 

 
• More Efficient Infrastructure  

– 13% lower infrastructure software costs 
– 35% lower operational support costs 
– Server / Storage Admin 

 
• Much better storage utilization 

– As much as 50% 
– Lower maintenance  
– Ease management  by 50% 

 
• 17% Fewer Servers 

– Fewer cores 
– Lower Memory  
– Fewer network connections 
– Lower maintenance  

 
• Environmentals 74% Lower Cost 

– Lower power / cooling 
– Less floor space  

All Flash is 31%  
Less Expensive Overall 



Questions and Thank You! 

Flash Memory Summit 2014 
Santa Clara, CA 
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