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Traditional Database Deployment Issues Aoy

 SuMMIT |
Servers .
* Separation of servers and storage bottlenecks database
performance
— Flash produces data much faster than LANs and SANs can transport
it
SAN/LAN  Storage dominates the costs of database deployments and
BottIgneek yet is limited to simple block serving

* Deployments are unique, complex

e Database runs on top of generic protocols and algorithms
— Huge performance gains are squandered

Storage
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Oracle Exadata Database Machine
The Best Oracle Database Platform

* Pre-Integrated Hardware and Software — The latest
hardware - sized, tuned and tested for Oracle Database workloads.

* Unique Software and Protocols - database, networking and
storage software collaborate to power fastest and most efficient
Oracle Database processing

* End-to-End Support — one integrated support team to reduce
complexity and lower operations costs. All technologies owned and
supported by Oracle
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Exadata X5-2 Product Components

* Scale-Out Database Servers :
— Two 18-core x86 Processors (36 cores)

— High-Capacity Storage Server
_ — Extreme Flash Storage Server
' — Exadata Storage Server Software

ORACLE

Wil EEEE — Oracle Linux 6
—_ NE== 3 — Oracle Database Enterprise Edition
SEEE — Oracle VM (optional)
;5_5' == — Oracle Database options (optional)
ErEre * Fastest Internal Fabric
| = — 40 Gb/s InfiniBand
| e — Ethernet External Connectivity
| X ====1 — ¢ Scale-Out Intelligent Storage
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FlashMemory
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X5-2 Database Server

36 cores per server

256 — 768 GB DRAM

High-Capacity Storage Server
; '—JI__ EL '_ ?.:| e
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FlashMemory
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Exadata X5 Storage Servers

Extreme Flash High-Capacity

~ Storage Server Storage Server
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All-Flash D|sk + FIash Cache

State-of-the-art NVMe PCle flash
Consistently Low Response Times
Optimized InfiniBand 1/0 Protocols

Exadata Storage Server Software
Smart Scan (SQL Offload)
Smart Flash Cache
/O Resource Management
Hybrid Columnar Compression

ORACLE

Performance Extreme Flash High-Capacity
Analytic Scans 263 GB/s 140 GB/s
OLTP Reads (8K) 4.14 M IOPS 4.14 M IOPS
OLTP Writes (8K) 4.14 M IOPS 2.69 M IOPS

0.25ms @ 2M 0.25ms @ 1M
Flash Latency IOPS IOPS

Capacity Extreme Flash High-Capacity
Cores (for SQL

offload) 16 16

Disk (per server) - 48 TB
Flash (per server) 12.8 TB 6.4TB

Disk (full rack)* - 672 TB
Flash (full rack)* 179.2 TB 89.6 TB

*Full Rack:8 DB servers, 14 storage servers
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Exadata Use Cases

* DATABASE CONSOLIDATION / DBaa$S * DATA WAREHOUSING

., Service
Catalog = | [—=
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Exadata Elastic Configurations
Optimize Exadata for any Workload

Qtr

Database Server
[ — e

e Flash Storag
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Start with
2 Database Servers
3 Storage Servers

ORACLE

Add Servers

Any Kind
Any Quantity

DB In-Memory
Machine

15 DB Servers
5 Storage Servers

576 DB Cores
13.3 TB RAM
192 TB Disk

Configuration Examples

Extreme Flash
OLTP Machine
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11 DB Servers

11 Storage Servers

396 DB Cores
8 TB RAM
140 TB Flash
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Data Warehousing
Machine
¥ _

8 DB Servers
14 Storage Servers

512 Cores
90 TB Flash
Cache
672 TB Storage
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Oracle’s Flash Architecture FlashMemory

» Scale out architecture

» adds flash capacity and performance by adding
storage servers

= adds networking and CPU needed to process flash in
one unit

» Database Aware Storage

» Metadata about 10 present on the cell

* Flash on the Storage Server enables sharing

= A block on disk is stored in only one flash cache

ORACLE
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Exadata Smart Flash Cache FlashMemory

ORACLE

SUMMIT

= Understands different types of I/Os from
database

— Skips caching 1/Os to backups, data pump 1/0,
archive logs, tablespace formatting

— Caches Control File Reads and Writes, file headers,
data and index blocks

» Write-back flash cache

— Caches writes from the database not just reads

= RAC-aware from day one



Flash And Database Logs
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Response times

Number of transactions
ORACLE

o: 2500 . 5000 7.500 10,000 12,500 @ °

Flash has very good average write latency

Greatly improves user transaction response
time

Flash occasional outliers, one or two orders
of magnitude slower

OLTP workloads dislike such large
variations

Oracle s Approach: Write to Flash and the
DRAM cache in the disk controller
simultaneously to even out the impact of
outliers

— the first to complete "wins" so that outliers are
avoided (on either medium)
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Most Cost Effective Database Storage

* Exadata software transparently gives best of memory, flash, disék 6 TB
— Cost and Capacity of SAS Disk Storage DRAM
— 1/0s of Scale-Out PCI Flash 5
— Speed of In-Memory DB

* Hybrid Columnar Compression (HCC)

— Industry best data compression (10x average) for analytics & archive
— Data remains compressed in flash, memory, backups, standbys

PCI FLASH

Cold Data

Per standard DB Machine full rack
8 DB, 14 HC storage servers

ORACLE
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Customer Case Study
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What Did We See - Exadata ODS

m-mm
*|user 1o cell single block physical read | 108,907 413 0.00|183,574.18 1.49 4257 03 5.34 212
| DB CPU | |103,235.10 2593
|user o cell smart table scan | 7589587 38.00| 3s,38362 20 1027 544 409 7.95 1.71
User 10 cell list of blocks physical read | 1840214 0.00] 17.490.27 9.50 456| 1223 156 4087 1454
| Configuration free buffer waits | I 561,823 D.EII}I 17,171.88 30.56 15.I}2| 30.56 30.56 30.56
User 10 direct path read | 3970518 0.00] 127222 3.20 332] 484 0B 715 270
A\ |Administrative Backup: MML write backup piece | 4,484,570 0.00] 11,318, 254 285 270 152 3.50 077
IAdministrat'r'.re Backup: MML create a backup piecel a3 D.DDl 4 5621578 1.22 IEBSEE.EE S2790.56 104085.18 22725.18
|user o direct path writs temp | s3712 oo 3 61.72 1.03] 5628 1549 3946 2333
|systemvo  db file parallel write | 88 o.00] .01 102] 985 450 1715 459
. 12 R ] e ) e ) M e e
W hatf) erteS are 1] 42108 9377 25543| 258 083 057 [}BB|13626?T 11,889.15 5329c+| 13481 8479 355u|
2| 40024 140.96 20498| 2087 146 1907 0141932078 18,023.39 122478 37041 179.08 158.39  28.60|
Supposed to be fast! 3| 9363 191 189] 544 131 098 203| 34829 20273 4490 6407 2885 420 2761
. : . 4| 2 160 238| 1721 348 238 763 7430 35.66 1041 13227 8021 9.86 3592
Wait until later slides. s| 949 0.04 054 061 001 054 002| 8512 168 a3 232 0w 395 2524
8| 16077 88,10 0.00[208.74 9231 018 77.58| 883421 871562 0.18[10258.19 9,871.10 2163 285.00)
E|1,1BB.43 306.39 498.23[255.45 100.01 2371 88.03|a2 28047 38,848.23 1,867.27 | 10,992.07 |0, 244.91 202.25 441.08]
Avg| 19474 51.06 83.04| 4258 1867 467| 704824 547471 21| 18320 1707.48 1371 7351

1.49 ms single block reads Note: The other databases were

active on the Exadata System during

While doing 42K read IOPS and 11K write L
this time.

lops over an hour period.
- US.Cellular



Comparison to Old system

Metric Exadata ODS Monolithic Comparison

Hardware ODS

Single Block Reads 1.5 ms 3.8 ms > 2X
Log File Synch .85 ms 5.7 ms > 6X
Walits

Note: The Exadata ODS is over twice the workload as the previous
version. In addition, the Exadata system is shared with several databases,
while the Monolithic Hardware was dedicated.
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Write Back Flash Enablement

Design to accelerate write intensive
workloads.

Writes 1/Os

= IL.ls.E:r (] cell =mart table =can
IL.lser o cell =ingle block phy=sical read
| DB CPU
IL.Iser o direct path read
Il:luster gc buffer busy acguire
IS}rstem (] log file sequential read

IAdministrat'r'.re Backup: MKML write backup piece

IEIuster gc cr block lost
Il:luster gc current block busy
IL.lser o direct path read temp

From previous slide, we had lots of “free
buffer waits”

Enabled this feature on X2-2.

Result: No more “free buffer waits”
mmmm

|14,284 935
|48.230,613
|

| 4699822
| 288453
| 85,273
| 1,935,436
| 5,558
| 10,084
| 158540

53.33 |230,906.11
0.00 |219,651.68

| 75.069.31
0.00| 54,744.99
o.00| 14,779.13
o.00| 11,675.35
o.oo| 809209
ooo| s&83818
o.0o0| 663747
o.oo| s&588.04

16.16
4.55

11.85
35.05
136 .92
418
122118
655 22
41.55

35.80| 2430 953 60.09
34.15] 715 351  21.00
11.67 |
851| 988 434 1987
230| 867.60 15.56 2118.01
1.82| 10810 34853 141.03
126 426 380 450
1.06 | 1044.20 662.23 1253.03
1.03| 453.70 18.65 1128.37
1.02] 57.56 30.41 3471

19.12
5.82

5.84
554 84
41.74
0.25
259407
ISF 97
38.39
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What This Means to Us
More Flexibility in System Use

e We are less concern about unplanned activities on the system. The users
can go after the system when they need to, not during certain windows.

e Maintenance activities have less impact on system availability.

More Use of the Data

e Exadata’s Flash reduces the i/o contention of the mixed workloads within
the database and between competing databases

e More concurrent users mean more business questions being answered.

Faster Access to the Data

e Faster I/0 means less time waiting for queries to return, more time to
analyze the results

+< US.Cellular



Integrated Cloud

Applications & Platform Services
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