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Resources Scaling Issues

• How to scale efficiently?
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Software Defined Storage

Disagreggated architecture
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More efficient

resources management: power, cost
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Current Fastest Technologies

• Limitations in storage access over network
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NVM Express

• Optimized, high performance, scalable host controller
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NVMe over Fabrics

• Low latency protocol

Flash Memory Summit 2015

Santa Clara, CA 6

300-500 latency

8-10µs overhead latency

CPU

RAM

NIC

PCIe
SSD

CPU

RAM

PCIe
SSD

NIC

300-500 latency



NVMe SSD Controller Architecture
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 Full HW architecture for high performance

 Optional software support for flexibility

PCIe 
Interface

Embedded 
processor

IPM-NVMe
Nandflash
ControllerDMADMADMA

DMA

Automatic
Command
Processing

DDR Controller

ECC 
BCH

NVMe firmware

Flexibility support

IOPS acceleration

Optional

NandFlash

DDR

Low latency

SSD Controller



FPGA-Based reference design

 Gen2 x4 configuration performances:

 IOPS: 385k

 Latency: 12µs
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Low Latency SDS
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NVMe over fabrics
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Summary

• NVMe latency with HW architecture:200ns

• Today’s technology: about 15-20µs

• Future: compatible with emerging memories 

and silicon photonics
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Thanks

Visit IP-Maker booth #717

NVMe live demo!

jerome.gaysse@ip-maker.com

www.ip-maker.com
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