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Making Sense of 3D XP

• WHY are you surprised? 
• WHAT is it (really)?
• XP Array Limitations: The Litho Problem 
• HOW will it be used?
• 3D XP strengths & weaknesses
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Source: S. DeBoer; Micron Analyst Day, Feb 2015 
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Source: S. DeBoer; Micron Analyst Day, Feb 2015 
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Source: T. Pawlowski; Micron; ISSCC Memory Forum, Feb 2015 

New Mem A New Mem B

New Memory A is:

• DRAM-like
• Low latency
• Relatively high 

endurance
• Highly volatile(!)
• Relatively high 

cost
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What is 3D XP?
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ST-MRAM PCMS ReRAM

Latency

Endurance

DRAM NAND

Fast Slow

Long Short

Cell Size/CostBig/$$$$ Small/$

3D XP is NOT ST-MRAM 
because:

• Can’t build ST-MRAM 
in a XP array (1T-1R)

• Can’t achieve 128Gb 
with ST-MRAM (30F2)

• ST-MRAM more 
expensive than DRAM

3D XP is probably NOT 
ReRAM because:

• ReRAM Latency is too 
slow for application

• ReRAM endurance 
may be too short for 
the application

• ReRAM is much more 
likely New Memory B 
(Cost focused)

Source: Intuitive Cognition Consulting estimates
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Source: R. Shenoy, IBM, IMW May 2013

WRONG!

PCMS



XP Arrays: The Litho Problem
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 XP array with shared layers requires multiple 
masking steps:
 N+1 masking steps to form WL/BL
 i.e. 4 XP layers requires a minimum of 5 

masking steps
 XP cell size 4F2 determined by WL/BL 

lithography:
 To achieve sub 20nm F requires triple or 

quad critical layer patterning
 i.e. 4 XP layers 5 critical masking 

steps x4 quad patterning  20 times 
through the stepper at sub 20nm!!!

XP arrays will never be the 
lowest cost memory solution!

N = 4 XP layers
N+1 = 5 masking steps

Cell size of 4F2

Effective cell size 1F2

Source: Intuitive Cognition Consulting estimates
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Source: C. Chevallier, Unity, CEATEC 2011

Reuse of the 3D 
NAND 
architecture and 
processing is the 
way forward for 
lowest cost 
RRAM.
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Source: T. Liu, Sandisk, IMW May 2013

BUT, to do so 
requires a built-in 
selection 
capability. This is 
DIFFICULT!
See you in 2021!



But WHAT 3D XP is doesn’t really matter…

…HOW will 3D XP be used?
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How 3D XP will be used
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Source: The Platform, “Intel Lets Slip Broadwell, Skylake Xeon Chip Specs”, May 2015

Memory bandwidth increase and native support of persistent 
memory in Purley server platform.



How 3D XP will be used

Flash Memory Summit 2015
Santa Clara, CA 14Source: The Platform, “Intel Lets Slip Broadwell, Skylake Xeon Chip Specs”, May 2015

“Apache 
Pass” DDR4 
DIMMs 
supported in 
Purley.



Intel Near/Far Memory Hierarchy
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Source: Intel US patent, R. Ramanujan et al, “Dynamic partial power down of 
memory-side cache in a 2-level memory hierarchy” US 20140304475 A1

Intel projects use 
of PCM memory as 
“Far memory”; 
uses DRAM as a 
“Near memory 
cache”. 
Consolidation of 
system memory, 
storage BIOS and 
TPM in PCM.



Intel PCM-Based DIMMs
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Source: Intel US patent, R. Ramanujan et al, “Dynamic partial power down of 
memory-side cache in a 2-level memory hierarchy” US 20140304475 A1

Transactional 
protocol over DDR 
bus handles non-
deterministic 
behavior of PCM.

PCM DIMMs and 
DRAM DIMMs 
both reside on 
DDR 
Transactional bus.
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Source: Intel US patent, R. Ramanujan et al, “Dynamic partial power down of 
memory-side cache in a 2-level memory hierarchy” US 20140304475 A1

Intel PCM-Based DIMM Controller

Writes are persistently 
buffered in the PCM 
controller to mask write 
latency.



Speculation on Intel usage of 3D XP
• Server memory DIMMs:

• In-memory compute, Real time analytics applications
• Coincide with Purley platform launch in 2017
• DDR4 bus with transactional protocol (non-JEDEC)
• Read is PCM native latency (50-200ns)
• Write is buffered in PCM controller (latency hidden)
• 100’s of GBs per DIMM (3x-4x DRAM capacity/DIMM)
• Trouble meeting 12W power window (PCM energy)
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Source: Intuitive Cognition Consulting estimates



Strengths/Weaknesses 3D XP
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 Strengths
 Brand new memory type 

brings new capabilities
 Semi-Persistent memory 

arrives!
 Server memory target 

competes with DRAM cost
 Read/write performance 

near full DRAM speed
 Full system approach

Weaknesses
 3D XP cost will be high:

 DRAM $8/GB, 3D XP $4/GB, 3D 
NAND $0.2/GB

 Sole sourced from Intel/Micron
 Requires major hardware and 

software changes
 >12W Power requires server 

thermal re-design
 Non-JEDEC standardized DDR4 

transactional interface

Source: Intuitive Cognition Consulting estimates



Making Sense of 3D XP

• WHY are you surprised? 
• WHAT is it (really)?
• XP Array Limitations: The Litho Problem 
• HOW will it be used?
• 3D XP strengths & weaknesses
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