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Session Description

• Ceph is an open source distributed file system, that provides performance, 
reliability and  massively scalable storage system used with cloud hosted 
infrastructure and applications.

• Thousands of hosts accessing petabytes to exabytes of data. Accelerating I/O 
performance would need flash storage, faster networking, enhancenents to ceph
code and optimizing Object Storage Devices

• This session will explore why Ceph is a hot storage solution and how flash and 
SSD can enhance it. Best practices, optimization and integration with IaaS cloud 
operating systems such as OpenStack

Santa Clara, CA
August 2015
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