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Samsung Legal Disclaimer 
This presentation is intended to provide information concerning SSD and memory industry. We do our best 
to make sure that information presented is accurate and fully up-to-date. However, the presentation may 
be subject to technical inaccuracies, information that is not up-to-date or typographical errors. As a 
consequence, Samsung does not in any way guarantee the accuracy or completeness of information 
provided on this presentation.  

 

The information in this presentation or accompanying oral statements may include forward-looking 
statements. These forward-looking statements include all matters that are not historical facts, statements 
regarding the Samsung Electronics' intentions, beliefs or current expectations concerning, among other 
things, market prospects, growth, strategies, and the industry in which Samsung operates. By their nature, 
forward-looking statements involve risks and uncertainties, because they relate to events and depend on 
circumstances that may or may not occur in the future. Samsung cautions you that forward looking 
statements are not guarantees of future performance and that the actual developments of Samsung, the 
market, or industry in which Samsung operates may differ materially from those made or suggested by the 
forward-looking statements contained in this presentation or in the accompanying oral statements. In 
addition, even if the information contained herein or the oral statements are shown to be accurate, those 
developments may not be indicative developments in future periods. 
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Serial ATA Performance “Flat-line” 
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Year of Introduction 

SATA 2.0 (3 Gbps) 

SATA 3.0 (6 Gbps) 

SATA 1.0 (1.5 Gbps) 

SATA 4.0* 
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HDD Protocol Does Not Scale  
With SSD Performance Flash Memory Summit 2016 

Santa Clara, CA 

*Never Going to 
Happen 



Performance Limits SATA Capacity 
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SATA Total IOPS 

SATA 
IOPS/GB 

100 IOPS/GB  Requirement  
Limits SATA Capacity to 960GB 

100 IOPS/GB Requirement 



PCI-Express & NVMe Advantages 
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NVMe Extends SSD Capacity 
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NVMe Retains IOPS Density at High Capacity 

SATA 

NVMe Gen 3 x4 

NVMe Gen 4 x4 
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Enterprise NVMe SSD Proliferation 
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2014 

Flash Memory Summit 2016 
Santa Clara, CA 

2013 2015+ 

Samsung XS1715 Intel DC P3x00 Everyone Else 



Enterprise NVMe vs. SATA SSDs 

Flash Memory Summit 2016 

Santa Clara, CA 

 

8 

Performance ========== = 

Power Consumption ~25 Watts < 10 Watts 

Physical Size 
2.5” 15mm, 

HHHL 
2.5” 7mm 

Acquisition Cost $$$ $ 

Enterprise NVMe 
SSDs 

SATA SSDs 



Data Center Optimized NVMe SSDs 

 

9 

Enterprise  
NVMe SSDs 

Data Center  
NVMe SSDs 

Data Center SSD  
Score Card 

========== ===== Good Performance 

~25 Watts < 10 Watts 60%+ Power Savings 

             HHHL         M.2 Dramatically Smaller 

2.5” 15 mm 2.5” 7 mm Half the Size 

$$$ $ Similar to SATA SSD 
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Enterprise Ecosystem: Challenges 
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O/S Drivers PCIe Lane Count 

RAID 
Encryption Server U.2 Drive Bays 

BIOS 



Enterprise Ecosystem: Scorecard 
Ecosystem Status 

Drivers Current Windows/Linux OK 

BIOS Hot Plug BIOS Support 

PCIe Switch Chips 2+ Vendors 

Server CPU PCIe Lanes x2 Link Training, PCIe Switching, CPUs Lane 

Server U.2 Drive Bays Up to 48x U.2 Drives per Server 

Encryption Software/TPM in Cloud; Self-Encrypting Drives 

NVMe RAID Solutions Data Replication, Software RAID, Tri-Mode HBA 

Flash Memory Summit 2016 

Santa Clara, CA 

 

11 



Wave 1: 
PC 

Wave 2: 
Mega Data Center 

Final Wave: 
Traditional Enterprise 

SATA Market Driver 
HDD Compatibility, 

Low Price 
High Volume/Low Price  
(Driven by PC Demand) 

Enterprise Ecosystem 
Dependencies 

NVMe Market Driver 
Thin, Light, 

Responsive (Required 
M.2 and BGA SSDs) 

High Capacity/IOPS 
Density 

Low Latency/TCO 

Wave 1: 
PC 

Wave 2: 
Mega Data Center 

SATA Market Driver 
HDD Compatibility, 

Low Price 
High Volume/Low Price  
(Driven by PC Demand) 

NVMe Market Driver 
Thin, Light, 

Responsive (Required 
M.2 and BGA SSDs) 

High Capacity  
w/IOPS Density 

NVMe Adoption Waves 
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Wave 1: 
PC 

SATA Market Driver 
HDD Compatibility, 

Low Price 

NVMe Market Driver 
Thin, Light, 

Responsive (Required 
M.2 and BGA SSDs) 



Conclusion:  
NVMe Proliferates in Data Centers 

• IOPS/GB of NVMe Needed for High Capacity SSD 
• No Need to Wait for Complete Enterprise 

Ecosystem 
• Not Dependent on Legacy Technologies (e.g. RAID) 
• Scale to Develop custom solutions 

• PC Transition to M.2/NVMe Shrinks SATA SSD 
Economy of Scale 
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