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NVMe : Redefining the
Hardware/Software Architecture
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FashMemory N\/Me Protocol

= How to implement the NVMe protocol?
= SW, HW/SW or HW?

2- NVMe command ready

CPU 3- NVMe command submission NVMe IP

1-Host fetch

driver

PCle root
complex

PCle

S Phy + Ctrl

4- Data transfer

5- NVMe command executed
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= Architecture

Embedded
processor

Flash

Controller
PCle

Interface

DDR Controller
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FlashMemory Software implementation

= | atency
= CPU at 2GHz
= 10,000 clock cycles per IO
" => 5US
= Power
= =>60pJ/bit

NVMe latency

Media latency
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FlashMemory H\W/SW NVMe IP architecture

= Automatic command processing => Low latency
= Multi-channel DMA => IOPS acceleration

4 AY 4 N
Configuration & System Automatic Command Processing
Configuration Queue Context Queue
AXI “ : ;
m) ax Embedded
Processor
Async Error Command
PCle Event Logs Manager
Interface
\ J \, J

Multi-Channel DMA
Read DMAs
AXI ———_ AXI Data
Write DMASs Interface
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Flas,!’lMemOrY Hardware/Software implementation

([ SuMMIT |

= Architecture

o Optional '
SSD Controller ;' """ I
s I Embedded
Flexibility support | processor

;ﬁ;}_’.‘g%@er

IPM-NVMe ipomaler

Nandflash

PCle :
Automatic Controller
Interface Command

Processing NandFlash

ECC

IOPS acceleration

Low latency

&

Flash Memory Summit 2016
Santa Clara, CA



\ /
NAM s

FlashMemory Hardware/Software implementation

= | atency
» Digital Clock = 250MHz
= 40 cycles
» CPU at 2GHz
= 2000 clock cycles per IO
= =>1.1us

- Power l NVMe latency
= =>15pJ/bit .

Media latency
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Fla;llMemlr oy Hardware implementation
= Architecture

PCle hard IP DDR controller soft IP

Device

(

ipomaker IPM-NVMe ipomakor ipomaker

PCle _ Automatic ) DDR3
Interface Bridge Command Bridge Controller

Processing

\.

7-series Xilinx FPGA 7-series Xilinx evaluation kit
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FashMemory Hardware implementation

= | atency
* FPGA Clock = 250MHz
= 80 cycles
= => 320ns
= Power
= 6pJ/bit

NVMe latency
Media latency
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FlashMemory |mplementation Summary

SW HW/SW
Latency SUS 1.3us
Energy 60pJd/bit 15pJ/bit

NVMe latency

Media latency
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FlashMemory

= How to benefit from this improved latency and
power consumption?

= Adding features for the same power
budget

= Smart FTL
* Protocole management for HBA...

= Improve the overall system power
efficiency
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= Application example : PCle SSD

( )

Host

NVMe Linux
driver
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SSD Controller

IPM-NVMe

PCle
Interface

Smart FTL

Embedded
processor

Nandflash

Automatic Controller
Command
Processing

ECC
BCH

DDR Controller

Memory Hardware/Software implementation

NandFlash
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FlashMemory Hardware/Software implementation

= Application example : HBA

4 ™ ( \
Host SSD Controller
] Embedded
NVMe Linux processor
driver
;f’:ma;er

IPM-NVMe

CPU PCle Automatic

Interface Command
Processing

m DDR Controller
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Hardware implementation

= Application example : NV-RAM Drive

Host

Device

( N

NVMe Linux
driver

<

Tt
IPM-NVMe P _‘__*_?_i.r.:i%..-r‘r

PCle Automatic DDR3
Interface Command Controller
DMA Processing

Nandflash
Controller

NandFlash

ECCBCH

[ swerep (] [ supercp (| [ superap [| [ supercan [}

= Drive Latency: 5-7us
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= Application example : SSD with NG-NVM

rocessin

NVM Controller

= SSD Latency: <10us
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FlashMemory Conclusion

= Benefits of a software/hardware NVMe
architecture

= Excellent power/feature tradeoff
= Allow new NVMe applications

= Benefits of a hardware NVMe architecture:

»= Less power and lower latency
» Ready for NG-NVM
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FlashMemory Thanks!

Visit IP-Maker booth #717
NVI\/Ie live demo'

IP-Maker NVIMe Ref Desngn

jerome. qavsse@lp maker.com
WWW.Ip-maker.com
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