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HashMemory Background

= Improved NVMe block layer performance has
become critical with the increasing NVMe
storage speeds and decreases In latency.

= The Linux community is working to address
this need by adding polling to the NVMe block
layer, to create a way to prioritize NVMe Block
O by polling for completions.
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= When latency goes below 20 us, it
IS Important to analyze the factors
contributing to that latency

« Storage
e OS
« CPU architecture
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= The latency contribution from the O
. . FIO Data
NVRAM is consistently between 70l | %  NVRAM Times (fom LeCroy) P
4+ MSEX Times (from LeCroy) o
8 US -9 us

= The latency measured at the
application is ~10 ys more (this is
mostly due to software
overhead).

Latency, us

= The application overhead is also
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flashMemory NV/RAM Latency Analysis

SQDbI to MSI-X Service Time PDF

The following diagram shows Microsemi 081
Flashtec™ NVRAM latency as a 0.7

distribution. The distribution is very tight
and consistent, with a mean latency of
under 9 ys
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flashMemory MS[-X Latency Analysis
] MSI-X Service Time PDF
The following diagram shows the MSI-X 1
service time as a distribution. 2T
0.8
= The MSI-X service time is a function Z;
of the CPU architecture and OS (that £ Jri-Modal
is, it has nothing to do with the g Heavy Tailed
storage). T
0.3
0.2
= The distribution is very loose, with a ol
heavy tail as well as outliers. N /\\.\ |
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“asJ'Memory Latency with MSI-X: The Need for Polling

104 3 T T T T T T T
» MSI-X servicing can be problematic B _
when working with very low latency 00t | e
storage (when access times drop to a - [Jpniteix :
few tens of ps or less), severely o 102} _
Impacting QoS by introducing outliers =
to the latency distribution. z
— 10" F E
= Introducing polling removes the need ool |
for MSI-X interrupts.
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HashMemory Polling in Linux

= Polling was added to the Linux 4.5, but only for NVM
Express devices. The initial version of polling was
global: either ON or OFF per H/W queue.

= We have experimented with this commit to look at the
benefits of polling across the entire SSD.

Flash Memory Summit 2016
Santa Clara, CA



RashMemory Benefits of Polling

104

| T
- | I pnSaytDbl
[ | [ pnloSq

Latency, us

N -
o o
[=) [N

-
o
N

\ 4

- | I pnloCq
- | [C___IpnMsix

[ pnCmdPrp

mean median

Flash Memory Summit 2016
Santa Clara, CA

MSI-X

90%

95%
Mean/Percentile

99%  99.99%

max

Latency, us

100 F

107"

& Microsemi

Power Matters.”

T T
.| I pnSqytDbl
[ | [N pnloSq

=== Polling

[TpnMsix

mean median 90% 95% 99%  99.99% max
Mean/Percentile

Polling reduces average latency to a limited degree.
Polling reduces the outlier latency by a large degree. 0
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FashMemory How it Will Work in Linux

= Applications will be able to flag individual IO as either normal
priority (interrupt-based) or high priority (polling-based)

= As of Linux 4.6, IO will be passed into the kernel using preadv?2()
and pwritev2() system calls.

= When high priority 10 are on a H/W queue, then that queue will be
polled for completion (thus other 10 may benefit).

= Still some work to be done to tie this all together and tune for
performance
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FashMemory Conclusions

= NVMe storage speeds continue to increase, and new memory technologies
such as 3DX and ReRAM will only accelerate this.

= NVMe storage can service random read and write IO consistently in under
20 us. At this point, the overhead of MSI-X interrupts becomes very
noticeable.

= Linuxis adding support for polling for completions to reduce latency and
latency outliers.

= Polling will be possible on a per-10 basis, but there is still some work to be
done to deliver the capability to applications.
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