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CLOUD WORKLOADS 
SHAPING THE DATA CENTERS ARCHITECTURE 

Source:TheRegister* 

Cloud Workloads prevail  Rack-Optimized servers on the raise 
Applications shaping new 

network architectures 
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REMEMBER THIS? 
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NVMe SHELF EXPANSION 

STORAGE ARRAY (CONTROLLER) 

STORAGE ARRAY (SHELF) 

CPUS 

SAS HBA 

STORAGE ARRAY (CONTROLLER) 

STORAGE ARRAY (SHELF) 

CPUS 

RDMA FABRIC 

PCIE 
FABRIC 



© 2017 PURE STORAGE INC. 8 

PROVIDING BETTER HEALTHCARE 
10 SAS FLASH MODULES (20XSSDs) 

10x 

Test Started 0:33:12 and finished at 2:03:12 = 90 minutes - Running at 1.5GB/s Write Average 

Test Started 0:33:12 and finished at 1:12:16 = 39 minutes - Running at 4.2GB/s Write Average 

> 2.5x FASTER WRITES IN EPIC ENVIRONMENTS  
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THE NEXT BOTTLENECK: LATENCY IN THE HOST 

Customer running 100k random writes of 4K per second (benchmark) over iSCSI, 
zero jitter at 350µs end-to-end write latency across six network switches. 

Source:blog.koehntopp.info* 

FlashArray//X response time is 150µs latency;  with the host experiencing 
around 350µs. Switches are accounting for around 50µs and 150µs or more from 

the Linux storage stack.  
 

How do you further reduce latency by improving host storage stack? 
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DEPLOYING NVMe/F 
à NVME/F OVER RDMA 
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NVMe/F – I/O PATH 
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NEW ARCHITECTURES FOR AFA 
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SUMMARY 

1.  NVMe access to media will enable customers to not have to overprovision flash capacity  
in order to get full performance for their applications. 

2.    Parallelism is key to future workloads : 

•  High CPU core count 
•  Parallel processing 
•  Highly concurrent access 

3.  Parallelism should be at all layers of infrastructure 
•   NVMe/F enables such parallelism 



© 2017 PURE STORAGE INC. 16 
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