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Agenda 

§  NVMe / NVMoF transfer overview 
§  PCIe perforamce analysis 

•  NVMoF over CNA example 

§  NVMe performance analysis 
•  LBA distribution analysis 
•  Conditional performance analysis using scripting 

§  Stress testing using traffic generation 
•  Script examples Santa Clara, CA 

August 2017 
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NVMe complete transfer 
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Each PRP data line in NVMe transaction 
view corresponds to pointer in a PRP list 



SGL descriptor types 

8/16/17 5 



SGL 
descriptor 

SGL 
descriptor 

(1) command line, indicating the first SGL segment for the command and decoding its 
fields. 

  

 

 
(2) SGL segment line decoding its fields  

(3) SGL data block per 
each SGL data block 
descriptor 

SGL Data 
block 

SGL 
segment 

SGL decode transaction layer view 



§  Only the pointed to lines should show with the complete range 
§  Missing ranges should show as errors with tooltip pointing to missing ranges 
§  Duplicates should optionally show as errors with pointers in tooltips 
§  Account for bit bucket descriptors 

SGL decoding challenges 



PCIe Performance analysis 

§  PCIe is a split protocol 
•  Allows new requests to cross old completions 
•  Performance analysis to account for overlap 

§  PCIe FC credit  
•  Accumulative credit accounting  
•  Manages Bottlenecks 

Santa Clara, CA 
August 2017 
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PCIe Performance Measurement 
Techniques 

§  performance criteria  
•  Instantaneous performance metrics 
•  Overall statistical analysis 
•  Traffic summaries  
•  Bus utilization charts 
•  Conditional performance analysis using automated 

analysis scripting techniques 
Santa Clara, CA 
August 2017 
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Performance metrics 
•  Response time – complete transfer time 

•  First to last packet of split transaction 

•  Latency time – Time to data 
•  End of request to start of completion 

•  Throughput – payload over response time 
•  Total payload coincident with split transaction 

divided by response time 

Santa Clara, CA 
August 2017 
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Overall statistics, traffic summaries 
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§  PCIe performance analysis 
§  Throuput, latency leading to credit analysis 

§  NVMof using CNA 
•   Converged network adaptor 

§  CNA above switch used in NT mode 
•   Non transparent bridging 

 

Use case: NVMoF over CNA 



Setup A – Host to Drive 
§  Setup A – Direct 

connection 
•  No switch between 

root complex and 
endpoint. 

§  This setup shows 9.3 
Gigb/sec 
•  No performance 

degradation 
•  Baseline to establish 

the troubling 
component 

X4 PCIe 
link 

RC 

Setup A 

Protocol 
Analyzer 

CPU 

I7 core 

EP 
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Setup B – connectionthrough PCIe 
switch 

§  System uses a CNA 
Running NVMoF 
connected to a PCIe 
Switch.  

§  Switch connected to RC 
on i7 core.  

§  Need to determine root 
cause for a data 
throughput drop of 
9.3Gig/sec to 5.5Gig/
sec on an Optical 
10GigE network 

PCIe 2.0 
Switch 

CNA 

x4 

x4 

RC 

EP 
Setup B 

Protocol 
Analyzer 

CPU 
I7 core 

Cross Sync 
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Determine the root cause for performance 
degradation 

§  Identify performance degradation source 
•   Host processor? 
•   RC port? 
•   Switch Primary port? 
•   Switch secondary port? 
•   EP port? 
•   CNA? 

§  Once identified – can we tell what causes this source 
to limit performance? 
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The Analysis Process 
§  Is performance degradation reflected in PCIe link 

utilization? 
§  Is performance degradation observed on both 

primary and secondary links? 
§  Determine for each link if waiting for requests or 

stalling traffic 
§  If neither link is limiting performance the link is 

waiting for the requester, network or host  
§  If one of the links is limiting performance – 

determine which port  
§  What stalls port’s performance 16 



Setup A – instantaneous vs 
Overall performance 



Setup A viewed with Throughput chart and Packet Metrics 

§  Consistent read and write throughput with full link utilization in 
both upstream and downstream directions. 
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Setup A viewed with Link Tracker 

§  Link Tracker display shows Upstream and Downstream data 
transfer with full link utilization across all lanes in both directions. 
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Setup A vs Setup B 
Timing Calculator Comparisons 

Setup A Setup B 
20 

CNA CNA 



Setup B: Cross sync between primary 
and secondary links 
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Setup B: Capture between RC and 
switch 

Read and write transfers are not overlapped. High Read throughput 
coincident with 0 write throughput and vise versa. Split view shows 
however low latencies for read completions 
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Setup B:  
Capture between switch and CNA 

 §  What causes the long completion latencies? 
§  CNA in root mode 
§  Finite initial completion credits  
§  NT mode implemented in switch  
§  Completion credit is exhausted 



Why need a tool to debug the 
serial links within the fabric? 

§  Need to see that the link width and speed come up correctly. This 
directly affects throughput. 

§  How to communicate to switch vendor the nature of the issue? An 
analyzer trace can prove the problem is with the switch. This is the 
correct way to show the root cause and communicate it to the vendor. 

§  The vendor may have never seen the issue since they do not use 
large networked storage fabrics. 

§  systems assembly/test engineers and system integrators need to be 
able to detect an interoperability problem and show evidence of the 
root cause of the problem and report to the silicon manufacturer 
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NVMe performance analysis 

§  As NVMe technology matures leading to a 
need to maximize performance  

§  What’s special about NVMe performance vs 
general PCIe performance 

§  Differences in performance analysis 
techniques between SSD drives and 
traditional magnetic drives.  

Santa Clara, CA 
August 2017 
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NVMe has different latency sources 

Santa Clara, CA 
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§  Doorbell to command submission 
§  Command submission to Data transfer 
§  Command submission to command 

completion 
§  Command completion to interrupt 



NVMe performance criteria 

§  Response time 
•  Transmission of the complete transfer from the beginning of the PCIe 

packet to the end of the last PCIe packet of this NVMe command 
§  Latency time 

•  Time from the last PCIe packet of the NVMe command submission 
to the first PCIe packet of the NVMe command completion 

•  IOPS 
•  # of overlapping NVMe commands from submission doorbell to 

completion doorbell 

Santa Clara, CA 
August 2017 
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instantaneous performance metrics 
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Response time, Latency time 



SAS vs NVMe IOPS definition 
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•  SAS Definition 
•  IOPS = 1/ Latency 

•  NVMe definition 
•  IOPS = # commands / Sdbl-CDbl  

• Example  1/ 631240 usec = 1462.733  



Categorized Performance analysis 

Santa Clara, CA 
August 2015 
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Timing Calculator Queue View 

32 

§  View submission and 
completion Queues 

§  Compare Queues to 
see where overloading 
is occurring 

§  Verify if submission 
and completion queues 
are equal and that 
nothing was lost 

Santa Clara, CA 
August 2015 



NVMe Command IOPS 
Statistical chart 

Company Confidential 
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Long Recordings 
Memory Utilization Model Assumptions 

Santa Clara, CA 
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§  16GB memory dedicated per direction 
§  Capture Duration Doubles when using expanded mode 
§  Recording stops as soon as either side fills up 
§  SSD rate for read is 2 GB / sec or 16 Gb/sec 

•  This implies a Gen3 x4 link with 60% utilization  
§  Assume 16 pages / command 
§  Assume 2 doorbells  
§  Assume no interrupt aggregation 

•  Dropped idles, SKPs, EDSs, DLLPs  
§  Each TLP occupies between 1.09-1.43 memory blocks on average 

 



NVMe Enhanced mode – long 
recordings 

§  3 Columns of filter in 
items 
1.  Entities that form 

NVMe Commands 
2.  NVMe Control 

Registers 
3.  PCIe entities related 

to NVMe traffic 

8/16/17 35 
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Conditional performance analysis 
using Verification scripting 

•  Extract metrics within a defined range 
•  LBA drive access pattern 
•  Queue access distribution 
•  Low power states entry / exist 
•  Multiple NVMe commands per TLP 

referenced by time stamps 
Santa Clara, CA 
August 2017 

 
36 



VSE script example 
OnStartScript() 
{        ReportText("OnStartScript called..."); 
         ReportText("\n\nRunning...\n"); 
         EventCount = 0;         

 SendAllChannels(); 
 SendAllTraceEvents(); 
 SendLevelOnly( _NVMC ); 
 #SendLevelOnly( _SPLIT ); 
 filePtr = OpenFile("C:\\Documents\\test.csv"); 
 WriteString(filePtr,"Start time, Response time,  
  latencyTime, LBA, Length, QID, FUA"); } Santa Clara, CA 

August 2017 
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VSE script example 
ProcessEvent() 
{ 

 respTime= in.Metric_ResponseTime; 
 latencyTime=in.Metric_LatencyTime; 
 time=in.Time; 
 throughput=in.Metric_Throughput; 
 CMD = in.nvmcCommandOpCode; 
 NLB = in.Read_NLB; 
 SLBA0 = in.Read_SLBA_DW0;   
 SLBA1 = in.Read_SLBA_DW1; 
 SLBA = in.Read_SLBA; 
 SQID = in.nvmcSubmissionQueueID; 

      if( CMD!= 1 )        FUA = 0; 
     else        FUA = in.Write_FUA;  
if (SQID!= 0) {ReportText(FormatEx("%s,%s,%d,%s,%d,%d,%d", CSV_Val_TimeStamp_Seconds(in.Time ), 
CSV_Val_TimeStamp_Seconds(respTime), CMD, (SLBA), (NLB+1), SQID, FUA));} 
if (SQID!= 0) {WriteString(filePtr,FormatEx("%s,%s,%s,%s,%d,%d,%d", 
CSV_Val_TimeStamp_Seconds(in.Time ), CSV_Val_TimeStamp_Seconds(respTime), 
CSV_Val_TimeStamp_Seconds(latencyTime), (SLBA), (NLB+1), SQID, FUA));} 

 if( EventCount == MAX_NUMBER_OF_EVENTS ) ScriptPassed();  
 EventCount++; 
 return Complete();} 

Santa Clara, CA 
August 2017 
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SSD traffic statistics 
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Start	&me	 	Response	&me	 	Command	 	LBA	 	Length	 	QID	 	FUA	
97.44338	 0.000819348	 2	0x8000000000000000	 1	 3	 0	
97.44427	 0.00087518	 2	0x8000000000000000	 1	 3	 0	
97.44522	 0.001432268	 2	0xC000000000000000	 4	 3	 0	
97.4476	 0.0008339	 2	0x8000000000000000	 1	 5	 0	

97.44904	 0.00085046	 2	0x8000000000000000	 1	 1	 0	
97.45029	 0.000832564	 2	0x8000000000000000	 1	 3	 0	
97.45125	 0.000837508	 2	0x8000000000000000	 1	 3	 0	
97.4522	 0.00144462	 2	0xC000000000000000	 4	 3	 0	

97.45464	 0.000901324	 2	0x8000000000000000	 1	 5	 0	
97.4576	 0.000903012	 2	0x8000000000000000	 1	 3	 0	
97.4586	 0.001566428	 2	0xC000000000000000	 4	 3	 0	

97.46027	 0.003569364	 2	0x8000000000000000	 13	 3	 0	
97.46389	 0.00089634	 2	0x7FE8070000000000	 1	 3	 0	
97.46483	 0.00089858	 2	0x80F4030000000000	 1	 3	 0	
97.46662	 0.001507236	 2	0x8000000000000000	 1	 5	 0	
97.47032	 0.00072846	 2	0x8000000000000000	 1	 1	 0	
97.47108	 0.001501092	 2	0xC000000000000000	 4	 3	 0	
97.47268	 0.003540652	 2	0x8000000000000000	 13	 3	 0	
97.47632	 0.000855788	 2	0x7FE8070000000000	 1	 3	 0	
97.47727	 0.0008609	 2	0x80F4030000000000	 1	 3	 0	
97.47907	 0.000801716	 2	0x8000000000000000	 1	 3	 0	
97.48059	 0.000653244	 2	0x8000000000000000	 1	 5	 0	
97.48137	 0.000685132	 2	0x8000000000000000	 1	 5	 0	
97.48209	 0.001389612	 2	0xC000000000000000	 4	 5	 0	
97.48421	 0.00069338	 2	0x8000000000000000	 1	 5	 0	
97.48543	 0.000734724	 2	0x8000000000000000	 1	 5	 0	

0 
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Traffic generation 

•  The use of traffic generators to stress test an 
NVMe device and characterize its 
performance independent of a specific 
platform.  

Santa Clara, CA 
August 2017 
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Generation script for stress testing 

Santa Clara, CA 
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•  High 
doorbell 
entry 

•  Fast 
completions 



NVMe write with queueing 

Santa Clara, CA 
August 2017 

 
42 



NVMe write with no queuing 

Santa Clara, CA 
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Backup 

§  SGL decoding challenges 
§  PCIe throughput analysis 
§  Long recordings analysis 

8/16/17 45 



If (1) was a segment descriptor (2) can contain SGL segment descriptors, data descriptors, bit 
bucket descriptors or last segment descriptor. 

•  For each segment descriptor or data block, keyed data block or last segment descriptor there 
will be only ONE corresponding NVMe transaction line matching the corresponding address in 
the descriptor. This is how we implement a PRP transaction level line, based on PRP list 

•  For a bit bucket descriptor there will be NO corresponding NVMe transaction line 

•  No case will produce an NVMe transaction line that will not correspond to an address specified 
in a descriptor from a preceding segment 

•  Duplications, missing data or incorrect addresses should not create new transaction layer 
lines.  

•  Addresses outside the descriptor address range definition (address and length) will be 
classified unassociated traffic 

•  Missing address should be marked as error with a tooltip listing the missing address range 

•  Duplications can be optionally shown as errors, pointing to the duplicated packets. 

•  See examples in the bottom for cases where multiple NVMe transaction lines are shown for 
same descriptor 

SGL decoding challenges 



§  Only the pointed to lines should show as NVMe transaction lines containing the complete range. 
§   If there are duplications they should collapse into that line.  
§  If addresses are missing they should be indicated as errors with tooltips showing the missing addresses. 

Remove   

Remove   

SGL decoding challenges 



SGL – multiple data block descriptors 

Santa Clara, CA 
August 2017 
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Setup B - The Analysis Process 

§  What is preventing the full duplex bus utilization of the 
read and write requests from maximizing data throughput 
in Setup B as opposed to Setup A configuration that 
shows maximum link utilization in both directions? 

CPU 
I7 core 

PCIe  2.0 
Switch 

PCIe 2.0 
CNA x4 

x4 

Overlap with reduced 
throughput Setup B 

Non overlapped  
read and write 
 requests 49 



Setup B – instantaneous vs 
Overall performance 



Setup B viewed in Link Tracker 

§  One direction Memory writes 
§  No downstream completions 
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Setup B: between RC and switch 
FC Buffer Credit analysis 

FC Credits updating properly early in trace 

FC Credits updating properly later in trace 

FC updating properly for posted and non 
posted transactions 
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Setup B:Capture between switch and EP 
§  Here we observe some overlap, but read throughput 

goes significantly down during write transfers. 

1 

2 
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Setup B: viewed in Packet Mode 

§  We now display read transactions with their corresponding completions.  
§  Read requests tend to accumulate, varying their tags, with no 

completions until read requests stop.  

4.5 microsec latency 
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The Analysis process 
§  The root cause for the stalled requests is the long completion latency from the switch side. 
§  We now question – why does the endpoint Network Processor stop issuing requests?  
§  Option 1: The endpoint Network Processor has to allocate resources for the queued up 

completions. This continues until the endpoint NP runs out of resources and then stops 
issuing read requests, note the 4.5 usec stall of read requests once all resources/tags have 
been exhausted. 

CPU 
I7 

core 

PCIe  
2.0 

Switch 

PCIe 2.0 
Network  

Processor x4 

x4 

Runs out of resources 
Then stops issuing  
read requests 

Long completion latency 
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Read Completion Credit analysis 



Do we need to upgrade our hardware? 
§  Do we need more speed, higher link width, faster processor or more 

hardware acceleration?  
•  Upgrading will create more heat issues so new mechanics and 

cooling mechanisms may be needed.  
•  Upgrading means higher cost 
•  Upgrading means more complexity 
•  Upgrading means longer time to market and extended project 

completion 
§  With the correct tool one will be able to tell if his complex fabric has 

low performance because of low bandwidth and needs to be 
upgraded, or because of an unutilized link, pointing to the root cause 
of the low performance and exact component / issue to be addressed 
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NVMe Performance bottlenecks 

§  Performance bottlenecks in NVMe based 
platforms  
•  PCI express flow control credit analysis.  
•  Tradeoffs between memory resource allocation 

and data throughput 
•  Virtual channels manage traffic in fabric 

•  Allocate traffic classes to Virtual channels  

Santa Clara, CA 
August 2017 
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Trace Expert- Performance 
Analysis 

§  Drill down to 
get more 
reports 

8/16/17 59 

More Reports 



Recording duration using 32K DW 
NVMe Transfers 

Santa Clara, CA 
August 2015 
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TLP	size	(dw) 100 90 80 70 60
32 8.875066 9.861185 11.09383 12.67867 14.79178
64 8.176861 9.085402 10.22108 11.68123 13.6281
128 7.827759 8.69751 9.784699 11.18251 13.04627
256 7.653208 8.503564 9.56651 10.93315 12.75535
512 7.565932 8.406591 9.457415 10.80847 12.60989
1024 7.522294 8.358105 9.402868 10.74613 12.53716
2048 7.500475 8.333862 9.375594 10.71496 12.50079
4096 7.489566 8.32174 9.361958 10.69938 12.48261

Link	Utilization	(%)

Best Case 
Gen 1 x1 Lane Width 

Worst Case 
Gen 3 x4 Lane Width 

**Note: Capture Duration Doubles when using T34 expanded mode 


