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NVMe Management Interface 
(NVMe-MI) 

•  What is the NVMe Management 
Interface? 

•  A programming interface that 
allows out-of-band management 
of an NVMe Subsystem 
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§  NVMe-MI has the following key 
capabilities: 
•  Discover devices that are present and 

learn capabilities of each device 
•  Store data about the host environment; 

enabling a Management Controller to 
query the data later 

•  Health and Temperature monitoring. 
•  Multiple Command Slots to prevent a 

long latency command from blocking 
monitoring operations 

•  Processor and operating system 
agnostic 

•  A standard format for VPD and defined 
mechanisms to read/write VPD 
contents 
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NVMe Management Interface 
(NVMe-MI) 



§  The NVMe Management Interface is used to  
•  Send Command Messages which consist of standard 

NVMe Admin Commands that target a Controller within 
the NVM Subsystem 

•  Send commands that provide access to the PCI Express 
configuration, I/O, and memory spaces of a Controller in 
the NVM Subsystem  

•  Send Management Interface specific commands for 
inventorying, configuring and monitoring of the NVM 
Subsystem.  

§  Uses the concept of a “Management Endpoint” 
§  Management Endpoints may support the same 

commands regardless of the Physical medium used. 8/21/17 5 

NVMe Management Interface 
(NVMe-MI) 



§  Fan Control can be based on temperature reported by a specific 
drive 

§  BMC can monitor temperature out-of-band from data transfers 
§  Servers may contain many dozens of drives 

•  Management Interface can be used to identify individual drives 
•  Failures can be detected and reported remotely through networked 

infrastructure of BMCs 
§  Management Interface simplifies greatly the identification and 

fault finding within a large system 
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Example: Temperature Monitoring 
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§  NVMe driver 
communicates to NVMe 
controllers over  

       PCIe per NVMe Spec 

§  MC runs on its own OS on 
it own processor 
independent from host OS 
and driver 

§  Two OOB paths: PCIe 
VDM and SMBus 

§  PCIe VDMs are completely 
separate from in-band 
PCIe traffic though they 
share the same physical 
connection 

8/21/17 8 FMS 2015 

In-Band vs Out-of-band 
Management 



NVMe-MI Conformance Testing 
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NVMe-MI Conformance Test 
Specification 

https://www.iol.unh.edu/testing/storage/nvme/test-suites 



§  Tests are split into groups: 
1.  MCTP Base tests 
2.  MCTP Control Message Tests 
3.  MCTP Commands 
4.  NVMe Error Handling 
5.  NVMe Management Interface Tests 
6.  NVMe-MI Message Processing Tests 
7.  Control Primitives Tests 
8.  Management Interface Commands 
9.  NVMe Admin Command Set Tests 
10.  Management Enhancement Tests 
11.  Vital Product Data Tests 
12.  Management Endpoint Reset Tests 
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NVMe-MI Conformance Testing 



§  Tests in the Test specification are marked as 
Mandatory or FYI 

§  Mandatory means the test is required for 
Integrators List testing 

§  FYI means the test will be run but the result 
will not count towards requirements for the 
integrators list 

§  FYI tests may become mandatory in the future 
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Mandatory and Informational Tests 



§  NVMe-MI is independent of Physical Transport 
§  Tests apply to both In-band (PCIe VDM) or SMBus 
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Mandatory Test Level 

Inband vs Out of Band Tests 



§  Tests are split into groups: 
1.  MCTP Base tests 
2.  MCTP Control Message Tests 
3.  MCTP Commands 
4.  NVMe Error Handling 
5.  NVMe Management Interface Tests 
6.  NVMe-MI Message Processing Tests 
7.  Control Primitives Tests 
8.  Management Interface Commands 
9.  NVMe Admin Command Set Tests 
10.  Management Enhancement Tests 
11.  Vital Product Data Tests 
12.  Management Endpoint Reset Tests 
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NVMe-MI Conformance Testing-
Mandatory 
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Test 4.1 - NVMe-MI Invalid Opcode – Mandatory Test 
Test 4.2 - NVMe-MI Reserved Identifier – Mandatory Test 
Test 4.3 - NVMe-MI Health Status Change – Mandatory Test 
Test 4.4 - NVMe-MI Reserved Configuration Identifier – Mandatory Test 
Test 4.5 - NVMe-MI MAXRENT Error – Mandatory Test 
Test 4.6 - NVMe-MI Reserved Data Structure Type – Mandatory Test 
Test 4.8 - NVMe-MI Invalid VPD Write Status – Mandatory test 
Test 4.9 - NVMe-MI Invalid Parameter Status  – Mandatory Test 
Test 5.1 – NVMe-MI Message Type – Mandatory Test 
Test 5.2 – NVMe-MI Message IC  – Mandatory Test 
Test 5.4 – NVMe-MI Command Slot – Mandatory Test 
Test 5.6 – NVMe-MI MCTP packet padding – Mandatory Test 
Test 5.7 – NVMe-MI Message Integrity Check – Mandatory Test 
Test 6.1 – NVMe-MI Reserved Fields – Mandatory Test 
Test 6.2 – NVMe-MI Error Response Code – Mandatory Test 
Test 7.1 – NVMe-MI Response Tag – Mandatory Test 
Test 7.2 – NVMe-MI Response Message – Mandatory Test 
Test 7.4 – NVMe-MI Response Message Replay – Mandatory Test 
Test 7.5 – NVMe-MI Response Replay Offset (RRO) – Mandatory Test 
Test 8.1 – NVMe-MI Response Header – Mandatory Test 
Test 8.2 – NVMe-MI Configuration Set – Mandatory Test 
Test 8.3 – NVMe-MI Config Get Response – Mandatory Test 
Test 8.4 – NVMe-MI Health Status Poll – Mandatory Test 
Test 8.5 – NVMe-MI Controller Health Status Poll – Mandatory Test 
Test 8.6 – NVMe-MI Read Data Structure – Mandatory Test 
Test 8.7.1 – NVMe-MI Verify NVMSSI Data Length – Mandatory Test 
Test 8.7.2 – NVMe-MI PortInfo Data Length  – Mandatory Test 
Test 8.7.3 – NVMe-MI CtrlrList Data Length – Mandatory Test 
Test 8.7.4 – NVMe-MI CtrlrInfo Data Length – Mandatory Test 
Test 8.7.5 – NVMe-MI OptCmds Data length – Mandatory Test 

                    Mandatory Tests 



§  Set up equipment 
•  Z3-16 Exerciser 
•  T34 Analyzer 
•  Test platform 
•  NVMe-MI Capable DUT 

§  Select Test Cases 
§  Power on DUT 
§  Run Test Cases 

•  Log File Created 
•  Trace File Created 
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Summit T34 Analyzer 

MCTP/NVMe-MI Conformance 
Process 



§  Set view to MCTP Message Level/Command Level 
§  Navigate to SMBus packets 
§  What you should see is… 

§  What this is doing/saying is… 
•  There is SMBus traffic that is MCTP 

§  Maybe what happens/should happen next 
•  May have SMBus traffic that is not MCTP 
•  May have MCTP traffic that is not NVMe-MI 
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Analyzing MCTP Trace Files 
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MCTP Packet Creation in Z3-16 
Trainer Script 



§  Testing of U.2 and M.2 Form Factors done 
using adapters 

§  Protocol is basically the same regardless of 
form factor 
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Testing of Different Form Factors 



§  Dual Port PCIe/NVMe devices exist now. 
•  A Dual Port device has 2 separate independent PCIe links 
•  It requires 2 analyzers and a separate Interposer to debug 

§  Compliance Testing requires each port to be tested 
separately 

20 Single Port/Port A Port B  February 6th 2017 

Dual Port U.2 



§  Select Desired Tests in the Link Expert Menu 
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Running NVMe-MI Conformance 
Tests 
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Select “Run All” 

Running NVMe-MI Conformance 
Tests 
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Log Files 

Result 

Results 
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May 2017 Plugfest 
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•  First public testing of 
NVMe-MI 

•  New Track in NVMe 
Plugfest #7 

•  Goal to list first 
products on NVMe-MI 
Integrators List 

 



NVMe-MI Integrators List 
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6 Products as of 
8/7/17 
 
www.iol.unh.edu/
registry/nvme-mi 
 
 



Plugfest Observations 
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•  SMBus/I2C only, no In-band / Vendor Defined 
Messages (VDM) tested yet 

•  Some products are using 1.0 spec, some products 
using 1.0a spec.  

2015 2016 2017 

NVMe-MI 
1.0 Spec 

NVMe-MI 
1.0a Spec 

Plugfest 
#7 

Plugfest 
#8 NVMe-MI 

Test Spec 
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•  Support for ECNs 
•  ECNs 1,2,3, captured in 1.0a spec release 
•  Some changes have interop impact 
•  Need to Test for this 

•  Verify In-band/VDM support 



Future Work 
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•  Interop Tests 
•  As MI-Compliant servers become available, add 

interop to the program. 
•  Prove that interface is OS agnostic 

•  Exercise MI via OS functions 
•  Plugfest #8 Oct 30-Nov 3 @ UNH-IOL 

•  NVMe, NVMe-MI, NVMeoF Integrators Lists 


