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57 ABSTRACT

‘Techniques for enabling integration between a storage sys-
tem and a host system that performs write-back caching are
provided. In one embodiment, the host system can transmit
10 the storage system a command indicating that the host
system intends to cache, in a write-back cache, writes
directed to a range of logical block addresses (LBAs). The
host system can further receive from the storage system a
response indicating whether the command is accepted or
rejected. If the command is accepted. the host system can
initiate the caching of writes in the write-back cache,
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I?ED How VMware uses storage

Flash Memory Summit

» Shared filesystem on block storage
e Others exist, not as interesting

= One or more LUs make up one filesystem
= Virtual disks intermixed with metadata

= Various locks to prevent or coordinate
concurrent access to VMs and metadata.

Flash Memory Summit 2017
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VMES layout

Flash Memory Summit 2017
Santa Clara, CA



F.  Caching with VMFS

Flash Memory Summit
= Hosts can’'t cache metadata
 Heartbeat operations assure storage health
e Used to coordinate access among multiple hosts
e Information about usage and layout

= Hosts can cache virtual disk data

 Assuming single host access
e Assuming no underlying storage operations

Flash Memory Summit 2017
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F.  Write-back vs. Write-through

Flash Memory Summit

= Write-through

o Write operations complete to backing storage
— Therefore no write speed up

e Provides transactional consistency
— Required in many cases

= \Write-back

o Speeds up write operations
 Might cause data corruption or loss

Flash Memory Summit 2017
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EED Write-back options

Flash Memory Summit

= Write ordering is important
e Flushing should be in write order
e Qut-of-order flush can cause corruption

= Not for all workloads
e Desktops, web servers are OK
e Databases not so much

= Can be used for crash consistency

Flash Memory Summit 2017
Santa Clara, CA



EEB Write ordering corruption

Flash Memory Summit
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I?ED Write-back pitfalls

Flash Memory Summit

Host 1

3

Flash Memory Summit 2017
Santa Clara, CA

N

Storage doesn’t have an up-to-date
representation of written data
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EED Write-back pitfalls

Flash Memory Summit

Host 1

3
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Incomplete data for storage-based
snapshot or replication operations
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EEJ Write-back pitfalls

Flash Memory Summit

Host 1

1 (2] [3

N
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Inconsistency
between hosts for
simultaneous
access or vMotion

A
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Storage Integration with host-based

HosT SYsTEM 102

VM(s) 106

HYPERVISOR 104

CACHE DEvICE 120

CACHING LAYER 114

STORAGE INTEGRATION 122

STORAGE PROTOCOL LAYER 116

WRITE-BACK
CACHE
118

U

STORAGE CONTROLLER 110

STORAGE INTEGRATION 124

LUN(s)
112

SHARED STORAGE SYSTEM 108

write-back caching
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EEB New commands and responses

Flash Memory Summit

= Simple expansion of SCSI T10 standard

" Cache Notification Command

 Capability discoverable at Inquiry
e Host informs storage of intent to do write-back caching
e Provides a range of blocks (LBASs)

" Cache Flushed Command
* Flag to indicate if caching is complete

Flash Memory Summit 2017
Santa Clara, CA
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EEB New commands and responses

Flash Memory Summit

= Simple expansion of SCSI T10 standard

» Flush Required Unit Attention

 Recoverable, Not ignorable
e Synchronized with Flush Completed command
 Flag for one time or permanent

Flash Memory Summit 2017
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D No caching scenario

Flach Mamarv Ciummit

200
| S S
HARED STORAGE
HosT SYSTEM 102 |
—= | SYSTEM 108
202~ | 204
TRANSMIT “CACHE NOTIFICATION” COMMAND WITH | RECEIVE/PROCESS COMMAND AND RESPOND WITH
——+—»
RANGE OF LBAS | FAILURE
206~ |
|
DO NOT INITIATE WRITE-BACK CACHING «—
|
|
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m Start caching example

Flash Memory Summit

HosT SysTEM 102
302~

TRANSMIT “CACHE NOTIFICATION” COMMAND WITH
RANGE OF LBAS

SHARED STORAGE
SYSTEM 108

304

306~

BEGIN WRITE-BACK CACHING

> RECEIVE/PROCESS COMMAND AND RESPOND WITH

SUCCESS

Flash Memory Summit 2017
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One time flush

Flach Mamarv Siimmit

as snapshot or replication

308
310~ : -
X TRANSMIT “FLUSH REQUIRED" ERROR CODE WITH
FLUSH WRITE-BACK CACHE -t } . )
I QUALIFIER OF “ONE-TIME
312~ l | 316
I
TRANSMIT “FLUSH COMPLETE” COMMAND i > RECEIVE/PROCESS COMMAND
Hhmy v :
CONTINUE WRITE-BACK CACHING | Storage based operations such
I
|

Flash Memory Summit
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Disable caching

Flash Memory Summit

41

41

41

408

TRANSMIT “FLUSH REQUIRED” ERROR CODE WITH

QUALIFIER OF “PERMANENT”

416

> RECEIVE/PROCESS COMMAND

0~
FLUSH WRITE-BACK CACHE
2~ vlv
TRANSMIT “FLUSH COMPLETE” COMMAND WITH
“CACHE COMPLETE” FLAG SET
4~ v

STOP WRITE-BACK CACHING

Flash Memory Summit
Santa Clara, CA

Simultaneous access going on, such
as vMotion or clustered VMs
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Terminate caching

Flash Memory Summit

508~ v
FLUSH WRITE-BACK CACHE
510 J,

51

TRANSMIT “FLUSH COMPLETE" COMMAND WITH

“CACHE COMPLETE” FLAG SET

514

> RECEIVE/PROCESS COMMAND

2~

v

STOP WRITE-BACK CACHING

Flash Memory Summit

Santa Clara, CA

Host terminates caching for
whatever reason
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D Cache coordination

Flash Memory Summit

Action Unit Attention Host Command

Storage operation Flush Required — one time Flush complete - No
Cache complete

Secondary host Flush Required - permanent  Flush complete — Cache

operation complete
Primary host N/A Flush complete — Cache
operation complete

Flash Memory Summit
Santa Clara, CA 21



m VMware Fault Tolerance

Flash Memory Summit Primary

Secondary

Running in lockstep

FT Logging Traffi

C

#*

! Client
Shared Storage
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. Fault Tolerance wit

Flash Memory Summit

Flash Memory Summ

Santa Clara, CA

MASTER HOST SYSTEM 102

STANDBY HOST SYSTEM 602

VM(s) 106 VM(s) 604
HYPERVISOR 104 CAcHE Device 120 HYPERVISOR 606 CACHE DeviCE 614
CACHING LAYER 114 CACHING LAYER 608
CACHE CACHE
118 616
STORAGE PROTOCOL LAYER 116 STORAGE PROTOCOL LAYER 612

{

{

STORAGE CONTROLLER 11

STORAGE INTEGRATION 124

UN(s)
112

SHARED STORAGE SYSTEM 108

8600

N write-back caching
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EEB New commands and responses

Flash Memory Summit

= Continued expansion of SCSI T10 standard

" Cache Notification Command
e Standby Present indicator
e Assuming Control indicator
" Write Query Command
e Checks if particular LBAs have been written
e Used to prune the standby write-back cache

Flash Memory Summit 2017
Santa Clara, CA 24



Initiate write-back caching with standby

Flash Memory Summit
700
SHARED STORAGE %

SYSTEM 108

MASTER HOST SYSTEM
102
702~

704

TRANSMIT "CACHE NOTIFICATION” COMMAND WITH
RANGE OF LBAS AND WITH "STANDBY PRESENT”
FLAG SET

| RECEIVE/PROCESS COMMAND AND RESPOND WITH
SUCCESS

706'\

BEGIN WRITE-BACK CACHING -

Flash Memory Summit
Santa Clara, CA 25



Standby checking cache status

Flash Memory Summit

720
|
STANDBRY HOST SYSTEM | SHARED STORAGE
602 | SYSTEM 108
122~ | 124
—® TRANSMIT “WRITE QUERY” COMMAND FOR DIRTY | RECEIVE/PROCESS COMMAND AND RESPOND WITH
BLOCK | ' STATE OF REQUESTED BLOCK

726

BLOCK
FLUSHED?

No

728~

MARK BLOCK AS CLEAN AND REMOVE BLOCK FROM
WRITE-BACK CACHE

Flash Memory Summit
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m Fault tolerance example

Flash Memory Summit

Primary Standby

N
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m Fault tolerance example

Flash Memory Summit

Primary Standby

1] 12] 3] | 4 1112/ 13

N

Flash Memory Summit 2017
Santa Clara, CA



m Fault tolerance example

Flash Memory Summit

Primary

Standby

1 (2] [3

4

N
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m Fault tolerance example

Flash Memory Summit

Primary Standby
11 [2] 3] [ 4 1 [2] [ 3] 4
g Write Query 1-4
1] 12
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m Fault tolerance example

Flash Memory Summit

Primary Standby
112 [ 3] 1 4 11 12| [ 3] [ 4
g Write Query response
11 [ 2
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m Fault tolerance example

Flash Memory Summit

Standby

1] 2] 3] |4
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m Fault tolerance example

Flash Memory Summit

New Primary

1] 2] 3] |4

Write Query 3-4
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m Fault tolerance example

Flash Memory Summit

New Primary

1]12] 3] |4

Q Write (flush) 3-4
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Failover to secondary system

STANDBY HOST SYSTEM
602
742~

TRANSMIT “CACHE NOTIFICATION” COMMAND WITH
“ASSUMING CONTROL” FLAG SET

740
SHARED STORAGE S

A 4

SYSTEM 108
744
RECEIVE/PROCESS COMMAND AND RESPOND WITH
SUCCESS

746~ 4
FLUSH WRITE-BACK CACHE
748~ v
DISABLE WRITE-BACK CACHING
750~ v

NOTIFY ANOTHER HOST SYSTEM THAT STANDBY
VM IS NEEDED

YES
STANDBY UP AND

RUNNING?

754~ {

ENABLE WRITE-BACK CACHING
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Flash Memory Summit

m Thank You

= Questions?
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