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EVT/DVT RDT Manufacturing 

§  What is qualification testing for SSD ? 

•  Engineering Verification Testing(EVT) / Design 
Verification Testing (DVT) – Check for functionality 
of the SSD drive 

•  Reliability Demonstration Testing (RDT) – Check 
for reliability of SSD and data integrity 



Introduction 
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§  What is required to prepare SSDs for 
qualification testing ? 
•  To make sure there are no functionality issues 

with the drive 
–  Bring up the drive successfully 
– Run IO without any issue 

•  If there are issues, find the root cause as fast as 
possible and fix them 



Issues Occur During Preparation 
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§  Power up failure 
•  Link training issue 
•  Enumeration related issue 

§  Link retrain/drop issue 
§  Failure during IO operations 

•  Write failure 
•  Read failure 
•  Data compare failure 



PCIe Analyzer on Engineering Tester 

Traditional Methods to Debug the Issue 

•  Perform analysis on available logs from host 
as well as from drive 

 
•  Use protocol analyzer,  
    capture bus trace and  
    perform analysis 

Flash Memory Summit 2017 
Santa Clara, CA 

 
5 



Challenges to Capture Trace Using 
Protocol Analyzer 

•  Issue may not occur on fixed slot# on tester 
•  Need to connect multiple protocol analyzers (PA) 
•  PA interposer may changes properties of the signal 
•  Cannot stop the on-going test on other DUTs and debug 
•  Have to reproduce the issue 
•  Cannot connect PA, if the test is running under thermal 

environment 
Impact: Longer time to identify the issue which result in delay time 
to market and loss of revenue 
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Solution: Traffic Capture Tool 

•  Transaction Layer Packet 
capture 

•  Link raining & Status State 
Machine (LTSSM) capture 

•  Submission & Completion 
queue information 

•  Command log dump 
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Solution: Traffic Capture Tool 

•  Sample:  
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Example #1 Power Up Failure 

•  Drive link up successfully, but did not get 
ready within CAP.TO timeout (120 sec) 
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Example #1 Power Up Failure 

•  From TLP Capture: 
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Example #1 Power Up Failure 

•  Host kept polling for CSTS.RDY bit, drive 
returned value “0” even after 120 sec 
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Example #2 Link Retrain Issue 

•  From TLP Capture: Link retrain in middle of IO operation 
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 IO Read operation 

 IO Write operation 

 IO Read operation 

 Link retrain happened 



Example #2 Link Retrain Issue 

•  From TLP Capture: Continuous link retrain in middle of IO 
operation as well as during power up operation. 
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Example #2 Link Retrain Issue 

•  Root cause: drive controller failed to select 
correct preset value during equalization 
phase 
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Conclusion:  

Using Traffic Capture tools on tester allow to:  
•  Run test on all slots at the same time, and capture 

required information to debug the issue 
•  Capture traffic log at the time of the failure, and not to 

reproduce the issue 
•  Flexibility in logic design - add/remove logic to capture 

more information if required 
Result: Earlier identification/resolution of device 
issue resulting in faster time to market 
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