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This presentation contains forward-looking statements that involve risks and uncertainties,
including, but not limited to, statements regarding our addressable market, our product and
technology positioning and compute platforms, the anticipated benefits of our new technologies,
executing on our integrated strategic plans, realizing our strategic imperatives, including our
solid-state drives and storage technologies. Forward-looking statements should not be read as a
guarantee of future performance or results, and will not necessarily be accurate indications of
the times at, or by, which such performance or results will be achieved, if at all. Forward-looking
statements are subject to risks and uncertainties that could cause actual performance or results
to differ materially from those expressed in or suggested by the forward-looking statements.

Additional key risks and uncertainties include the impact of continued uncertainty and volatility
in global economic conditions; actions by competitors; difficulties associated with go-to-market
capabilities; business conditions; growth in our markets; and pricing trends and fluctuations in
average selling prices. More information about the other risks and uncertainties that could affect
our business are listed in our filings with the Securities and Exchange Commission (the “SEC”)
and available on the SEC’s website at www.sec.gov, including our most recently filed periodic
report, to which your attention is directed. We do not undertake any obligation to publicly update
or revise any forward-looking statement, whether as a result of new information, future
developments or otherwise, except as otherwise required by law.

SAFE HARBOR | DISCLAIMERS
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• NVMe was designed for fast-and-lean storage
– Fast: CPU-attached, ultra-low latency, ultra-high bandwidth
– Lean: Single, standardized driver replaces proprietary ones

• NVMe enabled a wide ecosystem of storage 
solutions
– NAND flash SSD
– Persistent memories

• Today NVMe has grown to fill ALL enterprise 
and consumer segments
– Performance
– Capacity and Dynamic Allocation
– Cost

Expanding Universe of Opportunity
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• M.2 is great, but has fundamental challenges
– Density
– Cooling
– Cost

• “Beyond M.2” Storage Goals
– Smaller aggregate space needs for same TB of flash
– Easier thermal management, enabling higher performance
– Lower costs (of course!)

• Two Key Drivers
– Enterprise
– Hyperscale Clouds

The Move Beyond M.2
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• Server Design
– Today, Server-Centric 
 Components designed for server

– Tomorrow, Storage-Focused 
 Server designed around storage 

• Connectivity
– Today, Server-Centric 
 Limited PCIe lanes
 Power and thermal challenges limit M.2

– Tomorrow, Storage-Focused 
 More Lanes  

(AMD® EPYC™ = 128 lanes, Intel® Xeon® Scalable 48 lanes/chip)
 Better airflow

NVMe Impact on the Ecosystem
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Enterprise Storage Space
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Hyperconverged Systems + Virtualization
•Flexibility, Agility, Resiliency, Scalability, Manageability
•System Utilization, Infrastructure Consolidation

High End Servers & Storage Arrays
•Complex & monolithic
•Vendor proprietary
•Data Management

• Enterprises lowering infrastructure Capex/ Opex via Hyperconverged Syst. & Virtualization
• All Flash Arrays helping smaller physical hardware footprints, lower $/IOPS
• Multi-cloud interoperability because of better agility, flexibility, scalability, and security

Higher Value 
Creation

Lower Capex

Lower Opex

All Flash Systems
•Lower transaction cost (higher IOPS/ BW 
& infrastructure consolidation)
•High capacities/ low endurance



• Number of PCIe lanes are increasing with 
every generation of processors

• High Performance, Lower I/O Overheads, 
Massive Parallelization, Namespaces sharing
– Increasing number of VMs, Performance density 

scaling, Less hardware footprint
– Higher flexibility, agility, resiliency, scalability, 

manageability, & system utilization

• Multi-path IO, Namespaces sharing, 
Scalability
– Snapshot, replication, dedup, encryption & HA

NVMe in Software Defined Storage & 
All Flash Arrays
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• NVMe over Fabric (NVMeoF)
– Disaggregation of compute and storage
– Enabled by cost-effective 25G and 40G networking
– Dynamic provisioning, data lifecycle management
– Allow clouds to provision storage as-needed

• In-Storage Compute
– HPC’s already there – Comms are the bottleneck, not CPU 

or memory speed!
– Embed limited, programmable intelligence embedded in 

SSD

Beyond the Server
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