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Agenda –
The Ideal Storage Network Solution
• Business and Technology Drivers

– The 3rd Platform – Scale-out
– Storage Aware Applications
– NVMe
– Flash / Storage Class Memory Performance
– Storage Network Requirements

• Storage Network Architecture
– Requirements
– HW / SW Architecture

• Results
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Storage Networking Performance
See it live in Booth 422
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Storage Networking Performance
With 3D-XPoint™ (Optane)
See it live in Booth 422

InternalInternal

ExternalExternal

Virtually no difference
Between Internal and External

Performance

70/30 R/W
4K Block

4x Optane

70/30 R/W
4K Block

1x Optane



Why Not Captive Storage

• Captive (direct attached) Storage

– Limited total capacity and performance

– No dynamic scaling

– No SSD virtualization

– No high performance data sharing / tiering across cluster 

– A severe management challenge

– Inefficient power, cooling, rack space

– Storage provisioning is tied to CPU scale out

– AIC solutions are worse!

Get the Storage Out of the Server!! (again)
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From the Session Description
“Flash NVMe Storage Networking”
• Advantages

– Higher utilization
– Simpler expansion 
– Simpler Scalability
– High Availability
– Much better time to recovery
– Multiple Storage Tiers on Single Network

• Disadvantages – of “classic” storage networks
– Greater complexity 
– Difficult Maintenance
– Higher Latency 
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• 1st Platform Storage
• Direct Connect, Dumb Storage Hardware

• Software (OS) centric storage management and 
control

• 2nd Platform Storage
• Simple storage drivers, SCSI, smarter devices

• Network attached storage (SAN)

• Array Controller centric intelligence
• > 25M lines of code in storage controller SW release

• 3rd Platform Storage
• Millions of developers (open source)

• Storage aware applications (and OS)
• Architected for Scale out – not scale up

• In-memory data base, native tiering

• Sever is the critical component

• Very High Performance persistent storage
• NVMe

• Flash now, Storage Class Memory soon

• Very intelligent storage devices
• > 500K lines of code in an NVMe controller

• Direct attached storage >= networked

The Migration of Storage Intelligence



3rd Platform Storage Drivers
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• Millions of developers (open source)

• Storage aware applications and SDS
• Architected for Scale out – not scale up

• In-memory data base, native tiering

• Sever is the critical component

• Very High Density 3D NAND
• 30TB SSDs this year – 720TB in 2 Rack Units (standard SFF SSD)

• New High density form factors - > 1TB in 1 Rack Unity

• Very High Performance persistent storage
• NVMe

• Flash and Storage Class Memory

• Very intelligent storage devices
• > 500K lines of code in an NVMe controller

• Very High Performance Storage Network
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NVMe delivers 

• Performance

• Managability

• Robust ecosystem

• Well defined standard SSD form factor

• Steep innovation and healthy competition

– Performance, durability, capacity and cost
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Storage Network Latency 
Requirements

Device Latency < 10us
Storage Network Latency

Must be << 10us



The Ideal NVMe Storage Network
• High Throughput, Very Low Latency

– Latency must be << Storage Class Memory

• Supports any NVMe Device
– Performance, Endurance, Cost

– High Performance Cache to Archive (HDD replacement)

• High Availability 

• Simple, standards based

• Low Cost

• Not required
– Rich data management feature set
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Deliver all of the performance of the NVMe Device 
to the Application



2nd Platform “Classic” Storage Array
including all flash arrays
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Array Controllers are DEAD! (well, dying)

• Storage aware, scale-out, real time analytics
– Application manages data placement across compute cluster

– Server is now the critical component – HA / failover strategies required

– Application manages HA, data tiering and migration

– Complex, array centric data management = slow perf – new apps just don’t use it

– Multiple tiers of storage are a given and managed by the app.
• DRAM, High Performance NVMe, , flash, Archive then maybe HDD

• NVMe storage devices
– Solid state drives are more reliable than HDDs

• HDD MTBF drove the development of Storage Array Controllers (NetApp, EMC, HP . . .)

– But flash wears out – requires complex management code including loads of data 
movement “behind the curtains” in the device

– NVMe standard was written for flash controllers with ample processing power
• Excellent device management and monitoring

– NVMe controller handles data movement 
• Turns the SCSI model upside down
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Array Controllers Just Get In The Way of Scale-out Apps on NVMe



Applications
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3rd Platform External Storage
Direct Attach scale-out storage

• Software / application defined storage

• One, very high performance storage network
– Supports any NVMe Device

• Designed for scale out – integrated switches

• Scales to 100s of servers, multiple petabytes



The standard is not tied to any particular physical layer
RDMA approach adds between 26B and 96B of headers, in addition to NVMe Encapsulation

Flexible but adds complexity, link consumption and latency !

Apeiron Data Fabric™ 

• Simple, Robust
• Optimized for Ethernet and NVMe
• light weight, hardened Layer 2

NVMe Host Software

NVMe Host Transport Abstraction

NVMe RDMA

RDMA Verbs

iWARP RoCEInfiniband™

Fabrics

NVMe Controller Software

Controller Transport Abstraction

NVMe RDMA

RDMA Verbs

iWARP RoCEInfiniband™
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NVMeoF (RDMA) / NoE Comparison

L2 Ethernet Headers + 4B NoE Header/encapsulated PCIe TLPs

42B ~
> 112B
Overhead
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Only 4 Bytes 
added Overhead



Storage Management
• SSD Virtualization

– Many to one, one to many
– SSD slicing

• Mirroring (2 or 3 way)
– 2x read performance when mirrored
– Policy based rebuild

• High Availability / Scale Out
– Hot spares, Hot provisioning, Hot FRU replacement

• Storage Network Management
– Single point of management for entire Storage Network 

including all SSD enclosures and HBAs
– REST, CLI, SNMP
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All mentioned brand names are registered trademarks and property of their respective owners. 
“3D XPoint is a trademark of Intel Corporation in the U.S. and/or other countries”

• Unlike captive storage, Apeiron enables 
independent scaling of servers and storage

• Compatible with ANY commercial NVMe
drive-Data resides on appropriate SSD 
type for its value

(Including 3D XPoint™ technology )

• Adoption of NVMe SSD’s is rapidly 
increasing; Only Apeiron can provide 
compatibility with all suppliers and drive 
profiles

The World’s Only Universal NVMe Platform

The roadmap for density and performance of NVMe SSD’s is 
accelerating; Apeiron passes this advantage to the customer

Offering multiple NVMe
options accelerates 
customer benefits



Storage Networking Performance
See it live in Booth 422
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Ideal Storage Network Performance
with Optane 3D-XPoint™
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InternalInternal ExternalExternal

External
4 SSDs

70/30 R/W
128K Block

70/30 R/W
4K Block

Virtually no difference
Between Internal and External

Performance

Linear Scaling
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ADS1000 Performance (2U)

Capacity 38/76/154/184/360TB

Latency (NAND LIMITATION) 100µs

Protocol Overhead <3µs (roundtrip)

Bandwidth sustained 72 GB/s (drive limited)

Random 4K reads 18.4 M IOPS

ADS1000 Scale-out NVMe Solution Unmatched 
Performance, Scalability and Efficiency



Thank You
Come See Us – Booth 422

bob@apeirondata.com
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