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FROM SAS TO NVMe
CPU + DDR BOTTLENECK
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CPU IS NO LONGER FAST ENOUGH
_Or_
NVMe + NETWORK IS TOO FAST

L1 cache reference 1ns — network
L2 cache reference 10 ns 7
DDR reference 100 ns _E

Send 1kB over 10 Gbps network 1,000 ns

SSD read latency 100,000 ns

Read 1 MB Sequent|a||y from SSD 1’000’000 ns 3y fast Eﬁigﬂbitf 1[]_'5'3:5' 40GbE| 1':!':]':3|ZbE|'
ethernet! spinning SAS NMVME NVDIMMs

HDD seek 10.000.000 ns spinning disk flash (2010] [20m)

disk  [1998] (2006
(1995]

Read 1 MB sequentially from HDD 100,000,000 ns
Time budget to service an 1/0
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CPU IS NO LONGER FAST ENOUGH
- Or_
NVMe + NETWORK GROW TOO FAST

L1 cache reference 1ns
L2 cache reference 10 ns
DDR reference 100 ns

Send 1kB over 10 Gbps network 1,000 ns
SSD read latency 100,000 ns
Read 1 MB sequentially from SSD 1,000,000 ns

HDD seek 10,000,000 ns

Observation #1: it only takes a few cache Loet to service an 1/0
misses to ruin your I/0 cycles budget...
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DDR BANDWIDTH DOES NOT SCALE FAST ENOUGH
- Or_
NVMe + NETWORK GROW TOO FAST
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-+-SSD BW / device
4500 (MB/s)

NVMe, next-gen SCM and network

4000 -=-Network BW / cable

scales at the same exponential speed (MB/s) 3
3
3500 o
. ~+DRAM BW / CPU Socket
* Doubling every 18 month (GB/s) @
3000 3
This is not the case for DRAM o ‘g
i)
* Doubling every 26 month 2000 %
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Network, storage and DRAM trends
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DDR BANDWIDTH DOES NOT SCALE ANYMORE
- Or_
NVMe + NETWORK GROW TOO FAST

Uipimpueg abeiojs ajunu|

Observation #2: you never have enough DDR
channels, and it is not going better...
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CPU + DDR=BOTTLENECK
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SO, HOW CAN WE SOLVE THESE ISSUES?

Top of Rack Switch (ToR) Top of Rack Switch (ToR
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Option #1: you scale up Option #2: you scale out
© More head nodes =more CPU + DDR © Hyperconverged/SDS scales naturally
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SO, HOW CAN WE SOLVE THESE ISSUES?

Top of Rack Switch (ToR)

JBOF (Just a Bunch Of Flash)

Vi
Dot

Option #1: you scale up
© More head nodes =more CPU + DDR
@ PCle has limited scaling
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Top of Rack Switch (ToR)

Ethernet Switch f‘

Hyperconverged nodes

o SDS
cpu|[cpu

lcpPu

CPU

CPU

CPU

Option #2: you scale out

© Hyperconverged/SDS scales naturally
@® Compute/storage ratio is fixed
@ DAS is expansive
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SO, HOW CAN WE SOLVE THESE ISSUES?
NVMe-oF WAS DESIGNED FOR THAT!

Top of Rack Switch (ToR) Top of Rack Switch (ToR)
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Option #1: Enterprise SAN/NAS Option #2: Disaggregated SDS
© Scale head nodes based on services © Scale compute & storage independently
© Scale storage as needed
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SO, HOW CAN WE SOLVE THESE ISSUES?
NVMe-oF WAS DESIGNED FOR THAT!
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Option #1: Enterprise SAN/NAS Option #2: Disaggregated SDS

© Scale head nodes based on services © Scale compute & storage independently
© Scale storage as needed
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SO, HOW CAN WE SOLVE THESE ISSUES?
REMOVE CPU + DDR FROM NVMe-oF DATAPATH

FROM SAS TO NVMe

Top of Rack Switch (ToR) Top of Rack switch (ToR)
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KALRAY |I/0O PROCESSOR
MERGING I0s, MEMORY AND COMPUTE TOGETHER

HIGH-SPEED INTERFACES:
" 2x40GbE 8-lane » Gen3
« 2x PCle Gen3 8-lanes (EP/RC) ol core 1

CONNECTED TO A LARGE ARRAY OF C C

PROCESSING
« Full C/C++ Programmable [ o [ of C C

* Dataplane execution
Network-On-Chip

C C C C
* Direct core-to-core transfers

4x
* Direct connect between multiple MPPAs . .
Master VENETY
8-lane /3 Gen3
AND I/O MASTER CORES
* Runs Linux
* Runs control plane &
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VIAAHIGH BANDWIDTH LOW LATENCY

NETWORK ON CHIP
* Direct packet-to-core delivery




KALRAY I/O PROCESSOR
ENABLING AN NVMe-oF JBOF (AND MORE)

KALRAY TARGET CONTROLLER

PCle RC MODE FOR DIRECT SSD CONTROL
Standard Linux with NVMe Driver
Any NVMe SSD supported - no need for CMB
Control up to 255 PCle endpoints
SSD Hot Plug Support

JBOF

NVMe-oF PROTOCOL OVER RoCEv1/v2
Target Controller +  4x + performant than SAS (IOPs &throughput)
Scalability: Connect up to 2048 initiator cores

_m — V-2 5SD * standard ethernet connectivity

Target Controller BOARD MANAGEMENT CONTROL (BMC)
*  Supervise enclosure
HIGH AVAILABILITY

Multipath architecture

HIgH|

. END USER INLINE PROCESSING
Manages all the storage functions of the © Fnappion, cEse e

new generation storage JBOF
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BOARD MANAGEMENT CONTROL (BMC)

OUT-OF-BAND WITH EXTERNAL BMC
JBOF SMBUS/I12C/PCle VDM

* KTC seen as a component attached to BMC

* BMC exposes out-of-band management interface over 1GbE
IN-BAND WITH INTEGRATED BMC

* KTC implements in-band management on Linux
ENCLOSURE MANAGEMENT

* Sensor monitoring (Temperature, voltage, ...)

* Fan Control

* NVMe-Ml|

FABRIC MANAGEMENT

* Fabric configuration (network address...)

* NVMe-oF discovery

* NVMe-oF namespaces, zoning
MANAGEMENT API

: - Redfish Fabric Extension

i xN « Swordfish

' - IPMI

-
ﬁ - OpenBMC
* Ansible + nvmetcli
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END USER CUSTOMIZABLE SOLUTION

CUSTOMIZABLE FUNCTIONS

USEREONTROL Configuration
PLANE 2

INLINE PROCESSING
USER INLINE PROCESSING ‘ Compre.SSion
(DEDUP, ENCRYPTION, ...) . *  Encryption
NVME-oF Firﬂ'::;re ¢ Deduplication
RoCEv1/v2 "‘;MAG * Erasure Coding
— BOARD MANAGEMENT CONTROL (BMC)
P—— e — * Redfish/Swordfish
— - SES
0 KaLraY MPPA Processor FLEXIBLE 10 SCHEDULING POLICIES

* Implement optimized Read/write scheduling to
improve performances and determinism
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KTC40 & KTC80 HARDWARE SPECIFICATION

I:' KALRAY
KTC80 * * UNDER CONSOLIDATION

* MPPA®2.5-256 (Bostan2 processor)

* 80 GbE sustained throughput

* 2 x QSFP+ ports

* Integrated 16-lane PCle Gen3 Switch
« 2 x DDR3-1866 with ECC (4GB)

* FHHL (Full-Height, Half-Length)

(SR RN )

(FFARE;

o KALRAY

KTC40

* MPPA®2.5-256 (Bostan2 processor)
* 40GbE sustained throughput

* 2 x QSFP+ ports

* 8-lane PCle Gen3

« 2 x DDR3-1866 with ECC (2GB)

* LP (Low-profile)

L L0
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YOUR PCle JBOF EASILY BECOMES
AN ETHERNET JBOF WITH KALRAY TARGET CONTROLLER

KTC ENABLES FAST TIME-TO-MARKET TO BUILD NVMe-oF JBOF
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KALRAY
HIGHER DENSITY, LOWER COST, LOWER POWER

HIGHER DENSITY LOWER COST LOWER POWER
/\ Up to Up to
Up to 2.9X 2.8X
1.6X more more
higher cost efficient
density @ \/
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