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Data Explosion

2020
44 ZB

2005 2010 2012
2015

8.5 ZB
2.8 ZB1.2 ZB0.1 ZB

(1) IDC “Worldwide Internet of Things (IoT) 2013-2020 forecast” October 2013. (2) IDC "The Digital Universe of Opportunities: Rich Data and the Increasing Value of the Internet of Things" April 2014 (3) 
Global Smart Meter Forecasts, 2012-2020. Smart Grid Insights (Zypryme), November 2013 (4) http://en.wikipedia.org

1900 London library (500,000 books)

1992 Internet explosion 

2002 Less than 0.1% is stored on paper 

2005 12 stacks of books from Earth to Sun

2015 2 stacks of books from Earth to Pluto
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Data Explosion
Past 20 years

2025
19 ZB

2020
44 ZB

2005 2010 2012
2015

8.5 ZB
2.8 ZB1.2 ZB0.1 ZB

2025
163 ZB

(IDC-2017)

Storage capacity shipped across all media types
(HDD, Flash, SSD, Tape, Optical, and DRAM)

5.5 ZB

GA
P
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What Can System/Architecture Help?

Store
19 ZB

Create
163 ZB

(IDC-2017)
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What Can System/Architecture Help?

Store
19 ZB

Create
163 ZB

(IDC-2017)

DRAM

New Memory

Memory 
Expansion

NVMe SSD

SATA SSD

DISK

Flash

ULLDRAM
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Flash
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What Can System/Architecture Help?

Store
19 ZB

Create
163 ZB

(IDC-2017)

DRAM

DISK

NVMe SSD Flash

Memory 
Expansion ULLDRAM

New Memory PRAM

SATA SSD Flash

PCH

DDR

DDR

DDR/
PCIe

PCIe

SATA

• Make media more 
Reliable (ECC/LDPC)

• Addressing penalty

• Incarnating 
heterogeneous
memory

• Hiding complexity

• Aggregating 
storage media

• Higher capacity
• Better performance

• Interface/Protocol
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Cost scaling

Time & Technology node

Cost 
Reduction 

Rate

DRAM
NAND

New Memory

Managed DRAM
3D NAND

Scaling limitation 

DRAM

NAND

New Memory
(PRAM, STT-MRAM, ReRAM)

Source: SK Hynix
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Memory Replacement

DRAM

DISK

NVMe SSD Flash

Memory 
Expansion ULLDRAM

New Memory PRAM

SATA SSD Flash

PCH
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PCIe

PCIe
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General Assumptions of PRAM Latency

Many previous works assume P
RAM’s write latency as similar 
to or slightly worse than DRA
M (1.5x)
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PRAM Latency Measurement

Our performance measurement on real 3x nm PRAM 
exhibits expensive write latency than DRAM (190x)
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New Memory Placement

• PRAM offers promising read performance, but terrible 
write latency, compared to DRAM

Controll
erMemory

Memory 
control hub
PCIe root complex

CPU CPU CPU

Controll
erPRAM

Controll
erPRAM

Controll
erPRAM SSD

SSD
ctrlr

Inclusive 
Cache



What Are The Considerations 
To Design Hybrid Memory 

(DRAM+PRAM) Controller?

To get insights of controller design, let’s 
understand the details of DRAM and PRAM

PH
Y DRAM

PRAM

Memory 
controller
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DRAM’s Multi-bank Architecture

Ba
nk

 N

•Multiple banks to serve multiple memory requests in parallel
• Single row buffer within a bank

Ba
nk

 0

Ro
w
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ec

od
er

Column decoder
Row buffer

Ba
nk

 1

Row buffer



Does PRAM have the Same 
Internal Architecture with 

DRAM?

Challenge1: PRAM’s write latency is long
èPRAM employs multiple row buffers
Challenge2: PRAM’s asymmetric latency 
incurs lots of bank conflicts
èPRAM uses multi-partition architecture
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PRAM’s Multi-partition Architecture

• Multiple partitions within the bank for partition-level parallelism
• Multiple row buffers to mitigate long write latency

Ba
nk

 

Partition 0

Partition 1

Partition 15

De
co

de
r

Sense Amp.

Cell ArrayRAB

RDB



Can A Conventional DRAM 
Controller Be Aware of Multi-
Partition? (Inside of A Bank)

(Revisited) Conventional DRAM scheduler 
just utilizes bank-level parallelism. Cannot 
see inside of bank!

∴ Partition-level parallelism should 
be supported



How Memory Requests Can 
Be Scheduled By Exploiting 

Multi-Partition Architecture?

Limitation of PRAM: In PRAM design, WRITE 
request blocks whole PRAM bank.

Partition 0
Partition 1

Partition 15

Decoder
Se
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e

am
p.

Bl
oc
ke
d!Request

(Write)



How Memory Requests Can 
Be Scheduled By Exploiting 

Multi-Partition Architecture?

Key insight: Although WRITE cannot 
be serviced, READs can be serviced if 
partition number is different
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Non-Blocking Read Service (NBRS)
Solution: Add a register to store ‘partition number of 
WRITE’ and compare it with partition number of 
incoming READ request

Partition 0
Partition 1

Partition 15

Decoder

Se
ns

e 
am

p.

BIBIM controller
WRITE partition 

number

Partition 2

Same partition READ can’t be serviced!



Design1: Scheduling Support 
Module for PRAM-aware New 

Scheduling Scheme 

PH
Y

DRAM

PRAM? ?

??
Request 

Scheduling 
Module



Now Requests Are Scheduled. 
Then, How Then Can It Serve to 

Hybrid Memory?

Firstly, as is generally known, LPDDR is 
JEDEC standard low-power memory 
interface (used for DRAM)
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DRAM’s Timing (LPDDR by JEDEC)

1) Activation: activate target row & write that data to row buffer
2) Read/Write: accessing row buffer with column address
3) Precharge: charge half-voltage of bit-line
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Does PRAM have the Same 
Memory Interface (LPDDR2) 

with DRAM?

(Revisited) PRAM has a different 
architecture with DRAM such as Multiple 
row buffers and More larger capacity

∴ Different interface is required
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PRAM’s Timing

• PRAM requires different timing model from DRAM
• NVM memory space is much larger than a DRAM

• 3-Phase addressing (LPDDR-NVM by JEDEC)

RAB

❶ Pre-active

Up
pe

r r
ow

 a
dd

re
ss

Row Address Buffer (RAB) is 
selected by the memory 
controller

❷ Activate

Upper Lower

Lower row address
RDB

PRAM array

Row Data Buffer (RDB) is also 
selected by the memory controller

❸ READ
Column 
address

Data out



Design2: Heterogeneity 
Support Module for both 

LPDDR & LPDDR-NVM

PH
Y

DRAM

PRAM? ?

??
Request 

Scheduling 
Module

Heterogeneity 
Support 
Module

Our own new 
physical layer 
(400MHz) is 

implemented



Don’t Forget DRAM is For 
Cache. 

Then, How Caching Can Be 
Supported?

Solution: Keep which data exist in 
DRAM (caching info) in lookup table.

Moreover, like conventional cache, controller 
should have algorithms such as DRAM dataline
update, eviction, and find empty dataline.
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Hardware Support for Lookup Table

Lookup table do not include data value, includes address information
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With 
multiple 

comparators, 
4 ways can 

be 
parallelized 

Only 512KB 
BRAM is 
used for 

lookup table



Design3: Caching Support 
Module for Use DRAM As 
Inclusive Cache of PRAM

PH
Y

DRAM

PRAM? ?

??
Request 

Scheduling 
Module

Heterogeneity 
Support 
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Caching 
Support 
Module



BTW, How Non-Volatility of PRAM 
Can Be Maintained Although 
DRAM Is Integrated? (Hybrid) 

Challenge of hybrid memory: Data in DRAM 
will disappear when there is a power failure

CPU
DRAM

PRAM
Memory 
controller

Data

Power failure

Data
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FLUSH Operation

Solution: Provide Flush operation which moves DRAM data to 
PRAM. Memory controller generates ‘PRAM write’ request 
corresponding to the target DRAM row.
NOTE) ‘PRAM write’ will be stored in command queue which 
exists in memory controller. And DRAM dataline is 
invalidated.

CPU
DRAM

PRAM
Memory 
controller

DataFlush
Generate PRAM write request

WRITE



Okay, Data Delivery Is 
Guaranteed. Is It Good Enough?

Challenge of flush: User believes data has 
the latest value. But, the memory controller 
can reorder the order of memory request

CPU
DRAM

PRAM
Memory 
controller2) Data=2 reorder

1) Data=1Process1
Process2
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FENCE Operation

Solution: Provide Fence operation to enforce data delivery 
order of memory requests. The memory controller can 
simply add ‘fence flag’ to check fenced or not

CPU
DRAM

PRAM
Memory 
controller

Fence
1) Data=1

Fence 
flag

2) Data=2



Design4: Persistent Support 
Module to Guarantee Data 
Delivery & Delivery Order

PH
Y

DRAM

PRAM? ?

??
Request 

Scheduling 
Module

Heterogeneity 
Support 
Module

Caching 
Support 
Module

Persistent 
Support 
Module
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Demo (Track and Field)

1
2

3

DRAM

PRAM

P-NV
DIMM

Performance 
comparison (memory 

access with synthetic, 
read-write inter-mixed 

trace)
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Demo – Slow Version

DRAM
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Host sent 
1M memory 

requests
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services 
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servicing 
memory 
requests
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Demo – Normal Version
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FPGA CTL (CH0)
FPGA CTL (CH1)

New Memory Controller 

• Hybrid Cache 
Logic

• Customized 
PRAM Phy

Further Enhancement

PRAM chip

PRAM chip

PRAM chip

PRAM chip

New Memory Device 
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PRAM-based  NVDIMM
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On-chip 

MC1

On-chip 
MC2



Flash Memory Summit 2018
Santa Clara, CA

L2 cache
FPGA CTL (CH0)

FPGA CTL (CH1)
New Memory Controller 

Further Enhancement
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Prototype Results (APEX MAP for HPC)
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Real-Time Data

Internet of Things
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Endpoint

• Data should be tagged and classified by criticality
• Security is matter – the private data should be managed by 

local or endpoint part 

• Can we make each device as a standalone accelerator? 
• IoT leverages very power-limited devices
• Even OS or file system can be a burden for IoT!
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Storage-based Accelerator!

CPU
DRAM

Core
DRAM

Host Coprocessor

PC
Ie

DRAM

Storage

PC
IeNVM

Integrate NVM chips into embedded coprocessor.

All cores are directly connected to storage.

Process data within an accelerator.

Direct accesses

Traditional Heterogeneous ApproachStorage-based Accelerator
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Overall Architecture

Many-core Host

Memory

North
Bridge

Core Core Core
Core Core Core

EMPs
Cache

Memory

Heterogeneous Platform

Our Platform

flashflash

corecoreProcessor

PRAM

Accelerator

StorageIO Controller

SSD
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NearZero architecture
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NearZero (Results)
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One More Direction w/ PRAM

• Full FPGA Automation for SCM-
based Storage
• Performance

Latency is sustainable for all 
random and sequential access 
patterns

Type NVMe SSD (ASIC) New Memory SSD 
(ASIC)

Our Prototype 
(FPGA)

Bandwidth 
(read/write)

1.1~2.3GB/sec 1.5~3.5GB/sec 2.5 ~ 5.2 GB/sec

Latency 15 ~ 150 us 8 us ~ 100 us 11~13 us
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QnA


