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•  SW defined Storage Design 
•  PCIe-Gen3 EP+RC 
•  StarNVMe® 
•  StarLDPC® 
•  StarFlash® 
•  67+ Patents	
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Starblaze MB1000 SSD Controller Architecture 

•  High Efficiency Storage 
•  Computing ability 
•  Network ability 

Goal 
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Unified	 Separated	 Shared	
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p  Application: Transparent hardware 
p  Scheduling:  Fully control 

p  Standardized protocol/throughput 
p  In apple-pie order component 

Key point： 
Cooperation between 
Middleware and Hardware 
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Request 
•  Information Sharing 
•  Secure Transportation 
•  Resource Mutual Trust 
•  Decentralization  
•  Dynamic networking 
•  Intelligentization 

Deep learning Sharding 

Realization 
•  Sharding：NN Node 
•  Transport：Block chain 
•  Scheduling：Key-Value 
•  Resource：Heterogeneous 

Distributed 

Trend 
•  Higher computing requirement 
•  Taking advantage of existing 

infrastructure 
•  Resource sharding 
•  Master/Slave 
     ->Regional Autonomy 
     ->Autonomy of all things 

Heterogeneous	Resource	
Scheduling
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Storage 
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Real-time video positioning tracking 

Mass monitored data	

Data Storage	

Mining	+	Structuring	+	Processing	

Data Transfer	

4	. 	Data classify&group	

1	. 	Data Request	

6	.	 Post process	
2	.	KV Transfer	

3	. 	Data request	

5	. 	Search Result	
(Target+Position+Time 
+Monitoring Device)	

7	.	Surveillance   
Position	

8	.	Encrypted data	

9	.	Encrypted data	

10	.	Realtime Video	
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AI Real-time video positioning tracking 

Mass monitored data	

Distributed Data Storage	 AI Data Mining	

Structured	
Data Transfer	

Data Classify & Group	

1	. 	Data Request	

2	.	KV Search	
& issued 	

3	. 	Data request	

5	. 	Post Process	

Key-Value Update	
4	.	Data Feedback	

6	.	Encrypted Data	

8	.	Realtime Video	

7	.	Encrypted Data	



Q & A	
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Flash Memory Summit 2018 
Santa Clara, CA 

 
11 


