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IO Determinism is a Major Pain Point for Hyperscalers
Read Latency Challenge in Mixed Work Load
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Current SSD Challenges That Can Be Addressed by STT-MRAM
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Limited buffer size Capacitors take too Capacitors
causes poor much board space are leading cause
performance limiting SSD capacity of drive failures

specifically QOS
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In 3D TLC, sequential Longer time Customers want more
read performance can to market— streams for better
be impacted if buffer PFail test is rigorous performance & write
size is small amplification
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MRAM Enables Bigger Write Buffer

Capacitors limit write buffer size

Only 4-20MB write buffer size in typical

enterprise SSDs

STT-MRAM can provide 64MB or more
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Significant QOS Improvement Using STT-MRAM

Mixed workload QoS is critical
performance metric ExceedR(:}r\;\jzi\/ng?grcfgr 70/30
Host Reads are blocked by
Host writes
Garbage collection
Erase operations

Improvement
is based on
buffer size

Number of 9's

Bigger write buffer absorbs more
writes

Significant QOS improvement
expected as a function of MRAM Latency
buffer size



Capacitors are Leading Cause of Drive Failures
STT-MRAM Improves Product Reliability
Capacitors are #1 cause of drive failure

Redundant caps needed to meet product life

spec
STT-MRAM eliminates the need for capacitors

MRAM has higher temperature operating range
(0c-85¢)
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STT-MRAM Enables Higher SSD Capacity

NAND
14x18mm

NAND
14x18mm

Capacitors take up lot of board space

Optimize board layout by removing

capacitors

Up to 4 additional NAND placements

possible

Up to 25% additional SSD capacity

possible



i T-MRAM
Time to Market Using ST
Faster Ti

Understanding the Robustness of SSD,
. ower

de for managing p

. CO

cated

= Compli

'S under Power Fauj¢
Mai Zhengt Joseph Tucek* Feng Qjp + Mark Lillibn‘dge'
" The Ohio Staze I/niversiry " HP Laps
Abstry, iS paper Considers gh, havior of SSDs! under
Storage technolo, (SSDs, Nn-SQL fault, Speciﬁcally_ We consjder how commcmiauy avaijl-
da'abases, 9 R hardwzare C€lC.) byj) able S§pg behaye When Power js ¢y nnexpectedly dur-
new n:)iabiliry challenge 1 ready Complicateq ing Operation, As SSDg areneplacing spinning disk a5 the
torage Stack, 'ong other things, e behayio, Of these 10n-volayjje €Omponep, of uter syse, s the ey, tent
new componems dun'ng Power faulrs\which happep, 10 which actua]) lati e is of lerest, o]
ri O S mlau‘vcly frequcmly in daty Centers_jg an imporra_rn yet though loss Wer see, ©asy fault 1o Prevent,
‘- ™Mostly ignored issue in thig de il ~Critica] areg, recent ©Xperien, (18, 1 16, ] imple loss
1 C e n O ‘*-din“—'*\'--"'_mmhu Mo er js distressip, ly fi
d idate T
= Lots o

Ag'{","qi‘ﬂ"s.@"."@c&cnﬁ
ing

: leverag

fying power fail code

; ifvin

= Simplify

ifferent
ted 15 drives from 5 di
« Tes
vendors
MRAM

wer fault
i failed for po

e« 13 drives

ification

ualifica

oduct g

faster pr

= Leads to

inal80.pdf
fast13-fina
ce/fast13/
/system/files/conferen
.usenix.org
: https://www
Source:

N
= EVERSPI

©2018 Evers e ogies. A sreserve P EC NOLOGIES
P h S V’(]h I
N cnn

© ver:

8 © g



STT-MRAM Improves Sequential Read

9

Performance in 3D NAND

2D NAND to 3D NAND transition Sequential Read Performance (MB/s)

requires bigger buffer size
25% lower

I t th rf
Upper & lower page programed together o AN performance

Data layout on NAND is not optimal
with current buffer size

Sequential LBAs are written to upper and
lower page

2 NAND reads are needed to complete
one host command

Bigger NAND die capacity will continue to increase buffer size requirement

25-30% Sequential read improvement possible with optimal write buffer size
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STT-MRAM Enables Higher Number of Streams
Improving Performance & Write Amplification

= NVMe streams provide significant ke s ot e
Multi-Stream Write
performance improvement P W‘*W“U-ML,},M 2x
& ooeoe Legacy :

= Number of streams is limited by buffer 8 R O e s WO W S
size due to RAID/XOR operations —

= Bigger buffer size can support more T Qsmmzzw
streams, resulting in better performance o -
Ond WA = T Legacy 'Multi-Stream Write /

Source: "Multi-Stream Write SSD” - Changho Choi, Samsung. FMS 2016
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IBM® Selected Everspin MRAM to Power Their
FlashCore® Modules

https://developer.ibm.com/storage/2018/08/06 /new-form-factor-ibm-flashcore
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SSDs with STT-MRAM will have:

Better QoS & seq. read performance

More reliable design

Higher capacity

Faster time to market

Available now




Thank you.
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