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NVMe-oF 

o  NVMe is great! 
o  Still, modern networks on 100Gbit are much faster than SSD 
o  Locality is becoming irrelevant 
o  With the right stack, remote storage is more performant than local storage 
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The Beast Is Always Hungry 

10 CPU-Only Servers 

1 GPU Accelerated 
Server GPUs have shrunk compute 

infrastructure by 10x  

But the data that needs 
processing has grown 50x 
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Mission statement 

Build a fast, scalable file system to serve the 
data hungry applications out there 
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Problems to solve 
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o Access protocol (e.g. NFS) limitations 
•  Develop our own client side agent 

o Distribute data & metadata to avoid hot spots 
o Work efficiently in NUMA architectures 
o Avoid bottlenecks in the Linux kernel 
o Keep it simple (as much as possible) 



Deployment model 

§  WekaIO runs inside LXC 
container for isolation 

§  Provides POSIX VFS through 
lockless queues to WekaIO driver 

§  SR-IOV to run network stack and 
NVMe in user space 

§  I/O stack bypasses kernel 
§  Scheduling and memory 

management also bypass kernel 
§  Support, bare metal, container & 

hypervisor 
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Actual Results from Bake-off vs All flash filer 
7x Faster 1MB Throughput 

1GB/sec 

7.1GB/sec 

 
 
 
 

3.3x Better FS Traverse (Find) 

6.5 
Hrs 

2 Hours 

 
 
 
 

5.5x Better ‘ls” Directory 

55 seconds 

10 seconds 

 
 
 
 

2.6x Better 4KB IOPS/Latency 

61K IOPS 
670µsec latency 

165K IOPS 
271µsec latency 
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GPU Performance vs. Alternatives 

https://www.theregister.co.uk/2018/06/07/pure_beats_netapp_at_ai/ http://dlpg.labs.hpe.com 



Summary 
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o NVMe-oF enables performance breakthroughs 

o Software stacks may need to be re-designed 

o Call Weka.IO if you want your data to move faster 
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AI Requires an Appropriate IT Architecture 
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Software Architecture – Keep our of kernel 

§  Runs inside LXC container for 
isolation 

§  SR-IOV to run network stack and 
NVMe in user space 

§  Provides POSIX VFS through 
lockless queues to WekaIO driver 

§  I/O stack bypasses kernel 
§  Scheduling and memory 

management also bypass kernel 
§  Support, bare metal, container & 

hypervisor 

Clustering 

Balancing 

Failure Det. 
& Comm. 

IP Takeover 

Applicatio
n Applicatio

n Applicatio
n Application 

Frontend 

SSD Agent 

H/W 

User 
Space 

Kernel Weka Driver TCP/IP Stack 

Distributed 
FS “Bucket” Distributed 

FS “Bucket” Distributed 
FS “Bucket” Distributed 

FS “Bucket” 
Distributed 

FS 
“Bucket” 

Data 
Placement 

FS 
Metadata 

Tiering B
ac

ke
nd

 

Networking 

NFS 

S3 

SMB 

HDFS 


