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Comparing DAS vs. NVMe/TCP

IOPS, average and 99.99% latencies

Pre-Standard

Pre-Release



Comparing DAS vs. NVMe/TCP

IOPS, average and 99.99% latencies

Pre-Standard

Pre-Release

Come see the 
demo live at 
Intel booth 
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THIN PROVISIONING

DATA REDUCTION

● Provision per use only
● Buy only what you need
● Consume flash at the time of writes

● Maximize Flash Utilization
● No performance compromise

DAS PERFORMANCE
● Low Latency on NVMe/TCP
● Scalable IOPS for serving many application 

servers
● In-line acceleration
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