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The SSD is mainly composed of a main control chip, a flash memory chip, and a firmware algorithm. 

The performance is very different and affected by the different of main control, the type of the flash 

memory, and the number of channels, etc. 
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IOMeter 

AS SSD Benchmark 

ATTO Disk Benchmark 

Crystal Disk Mark 

Performance Evaluation Tests 

- Sequential Read/Write  

- Random Read/Write  

- Response time 

- Queue Depths 

- Read/Write ratio 

The performance is affected by 

the transmission data structure, 

test tool settings, and system 

settings. The software tools 

sometimes do not have real 

performance!! 
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With different workload, SSD has different performance. 
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Open Source Software Package  
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Enterprise v1.1(2013)  Client v1.2(2015) Enterprise + Client v2.0(2018) 

1. IOPS Test 

2. Throughput Test 

3. Latency Test 

4. Write Saturation Test 

5. Host Idle Recovery 

6. Cross Stimulus Recovery 

7. Composite Block Size Workload 

8. Demand Intensity/Response Time Histogram 

www.sina.org 

Enterprise Test  
Items 

Client Test  
Items 
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Peak  ↦  Decline  ↦  Steady 
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Command: fio --name=global --direct=1 --ioengine=libaio --refill_buffers --
scramble_buffers=1 --blocksize=128k --rw=write --numjobs=1 --iodepth=16 --
group_reporting –output-format=json--size=100% --name=wipc-1-1 --filename=/dev/sdb   
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MariaDB 

PTS test suite(PHP) 

FIO 

SATA、PCIe SSD 

 
Apache server 

Web UI 
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WEB UI 
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MANAGE 

INPUT TEST OUTPUT 
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https://github.com/Alan-ADATA/SSS-PTS-TEST 

The work has been made open-source on Github and is readily available to all 

performance testers.  
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Thank You! 

  

Questions & Follow-up:  

shing_lee@adata.com  

www.adata.com 


