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SNIA Solid State Reception Agenda
Monday August 5; 5:30 – 7:00 pm Room 209/210

5:40 - 5:50 pm    SNIA/SSSI Solid State and Persistent Memory Vision  - Jim Pappas, SNIA Vice Chairman in

5:50 - 6:00 pm    PM&NVDIMM SIG Updates - Jim Pappas

6:00 – 6:05 pm   SSD SIG updates – Cameron Brett, SNIA SSD SIG Co-Chair

6:05 – 6:10 pm   Real World Workload Updates – Eden Kim, SNIA S3 TWG Chair

6:10 - 6:15 pm    Alliance Activities – JEDEC, OFA, NVM Express

6:15 - 6:25 pm New SNIA Activities – Computational Storage TWG – Scott Shadley and Nick Adams, Co-Chairs

6:25 - 6:35 pm    Emerging Memory Market Update – Tom Coughlin, Coughlin Associates and Jim Handy, Objective Analysis

6:35 – 6:45 pm    Recap of SNIA & SSSI Activities at Flash Memory Summit and SSD Opportunity Drawing

6:45 - ? Networking 
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Solid State and Persistent Memory 
Vision



Persistent Memory and 
NVDIMM SIG Update
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• Transitioned from ecosystem development to applications

• Driving ISV adoption of Persistent Memory and NVDIMMs through 

targeted events and webinars

• Supporting Hackathons to develop and promote Persistent Memory 

and NVDIMM use cases

• Launching NVDIMM Programming Contest

• Promoting NVDIMM standardization efforts through JEDEC

• Working with the TCG and JEDEC on encryption standards
6

PM and NVDIMM SIG Highlights
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● To drive additional development of NVDIMM-aware 
programs
o Provide systems online with SNIA branding and marketing support
o Encourage programming and experimentation
o Highlight success of participants
o Launching after FMS

● Support and focus from NVDIMM providers on software
o Additional content and online support for software
o Highlight available tools
o Evaluate scaling the program to other geographies
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NVDIMM Programming Contest
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 Webcast: “Applications Take Advantage of PM”, 1/15
 PM Summit/Hackathon, 1/24, Hyatt Santa Clara
 NVM Workshop/Hackathon, 3/10-12, UCSD
 Container World, 4/17-19, Santa Clara CC
 Open Call, Computational Storage, 5/10
 PIRL’19, 7/22-23, UCSD
 DOIT Hackathon, 7/22, Xi’an
 FMS, 8/5-8, Santa Clara CC
 SDC, 9/23-26, Hyatt Santa Clara
 JEDEC Workshop, 10/7-10, Santa Clara Marriott
 In-Memory Computing Summit, 11/13-14, Hyatt SFO
 PM Summit, 1/23/2020, Hyatt Santa Clara

PM and NVDIMM SIG Related Events



SSD SIG Update
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Solid State Storage SIG

2019 Activities
Revise charter and set 2019 goals

Become the industry authority on SSDs: technology, form factors, interfaces, 
nomenclature

– With ties to NVMe and STA, we have first hand information and can influence our 
associations

Gain participation from all SIG members; don’t want observers
Update and change organization of form factors page

– Breakdown tasks into small, bite sized tasks that everyone in the SIG can tackle
Re-use/re-purpose material from SIG member companies to become SIG 
content
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Real World Workloads Update
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Official SNIA SSSI IO Capture 
repository for IO Captures with 
Free IO Capture tools, 
reference workloads and user 
captures with data analytics

Easy Capture of Real World 
Workloads 

IO Captures are portable, 
binary Tables of IO Stream 
statistics.  No Personal or 
Actual User Data is captured

IO Capture step resolution 
from uSec for fine grain IO 
analysis to long term workload 
capture (24 hours or longer)

Join the Real World Workload Revolution!

SNIA SSSI: 
TestMyWorkload.com
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Comparing Real World Workloads 

Ave QD = 114
Median QD = 115
Max QD = 368

9 IO Streams = 86%
67:33 RW Mix
SEQ 128b R = 70% IOs

2.  GPS Nav Portal: Drive C

Ave QD = 15
Median QD = 8
Max QD = 368

9 IO Streams = 78%
96% Write
SEQ 0.5K W Spikes

3.  GPS Nav Portal: Drive 01.  Retail Web Portal: Drive0/Drive1

Ave QD = 22
Median QD =   19
Max QD =            306

9 IO Streams = 71%
66:34 RW Mix
Retail Store Events

Real World Workloads:
Constantly Changing Combinations of IO Streams & Users (QDs)

Datacenter & Web Portal Workloads
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How to be a Part of the Real World Workload Revolution
https://www.snia.org/sites/default/files/SSSI/SNIA_SSSI_Workload_Capture_Whitepaper_v1.0.pdf

https://www.snia.org/sites/default/files/SSSI/SNIA_SSSI_Workload_Capture_Whitepaper_v1.0.pdf
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Alliances
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What happens when
Compute meets Storage?

August 2019

Scott Shadley, Co-Chair, NGD Systems
Nick Adams, Co-Chair, Intel
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Compute, Meet Data

Based on the premise that storage 
capacity is growing, but storage 
architecture has remained 
mostly unchanged dating back to 
pre-tape and floppy…

How would you define changes to 
take advantage of Compute at Data?
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The Evolution of 
Computational Storage

A delicate process to build an Ecosystem

Great ideas! Time was needed to build it 
Many technology papers exist around:

“Active Disks”, “CAFS”, “Near-Data”
“In-Storage”, “In-Situ”, “Near-Storage”

So did some initial products!
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Playing Nice Together is Needed!

Is this a solution replacing a solution?

Complimentary work to the pyramid

Another facet of advancement of compute

In-Memory is needed, but some work can
be offloaded all the way to storage!

C
om

pu
ta

tio
na

l 
St

or
ag

e

19



So Now What?
The Progression of the TWG



© 2019 Storage Networking Industry Association. All Rights Reserved.

40+ Participating Companies
148 Individual Members

21
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Finding a Focus and Direction

Initial focus on a definition list to ensure we covered 
questions on what it is and what products can be

Drive to a Scope and path to universal usage model
Today we have custom… Tomorrow Standard… Sound Familiar? 
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Starting the Standards Work

Multiple F2F sessions have been 
focused on what we can accomplish 
and what we will leave for later

Management
Security 
Operation
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Speaking the Same Language

Computational Storage:
Architectures that provide Computational Storage Services coupled to 
storage offloading host processing and/or reducing data movement.

Two Foundational Constructs
Computational Storage Devices (CSx) 
Computational Storage Services (CSS)
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Current Instances of Computational Storage

25
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Computational Storage Devices (CSx)

Computational Storage Processor (CSP)

A component that provides 
Computational Storage Services for an 
associated storage system without 
providing persistent data storage.

Computational Storage Drive (CSD)

A storage element that provides 
Computational Storage Services and 
persistent data storage.

Computational Storage Array (CSA)

A collection of Computational Storage 
Devices, control software, and 
optional storage devices.
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Computational Storage Services

Fixed Computational Storage Service (FCSS)
CSS that is well-defined
Consumable by the Host Agent for a well-defined purpose
Examples: Compression, RAID, Erasure Coding, or Encryption

Programmable Computational Storage Service (PCSS)
Configured by the Host Agent to provide one or more CSSes
Examples: May host an Operating System image, Container, 
Berkeley Packet Filter, or FPGA Bitstream
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Define the Scope & Prioritize

Management
Discovery. Identify and determine the capabilities and functions.
Configuration. Parameters for initialization, operation, and/or resource allocation
Monitoring. Reporting mechanisms for events and status

Security 
Authentication. Host Agent to CSx and CSx to Host Agent.
Authorization. Mechanism for secure data access and permissions control.
Encryption. Mechanisms to perform computation on encrypted data.
Auditing. Mechanisms to generate and retrieve a secure log.

Operation
Mechanisms for the CSx to store and retrieve data. 
Host Agent interaction may be explicit or transparent.
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In Summary – Call to Action

Computational Storage is a Real Market
Customers are deploying today

Solutions exist and will continue to grow
Making the interface ‘uniform’ helps adoption

Standardizing the host interaction is vital
We NEED more Support from Users/SW Solutions

Working across the industry will be crucial
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Thank You!!
www.SNIA.org/Computational

http://www.snia.org/Computational


Emerging Memory Market Update

5 August 2019

Tom Coughlin, Coughlin Associates
Jim Handy, Objective Analysis

CoughlinCoughlin
Data Storage Consulting

AssociatesAssociates
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Who Wants Persistent Memory?
1) If it Costs MORE than DRAM

That’s NVDIMM-N!
High-availability 
systems
Financial databases
Some hyperscale 
applications

MRAM DIMMs work, 
too 0

5

10

15

2015 2016 2017 2018 2019 2020 2021

U
ni

t S
hi

pm
en

ts
 (M

ill
io

ns
)

NVDIMM-P (Mu)

NVDIMM-N (Mu)

32



© 2019 Storage Networking Industry Association. All Rights Reserved.

Who Wants Persistent Memory?
2) If it Costs LESS than DRAM

That’s 3D XPoint!
Everybody will want it!
It’s improves 
cost/performance

Persistence is of secondary 
importance

This will drive its success
Persistent apps come later

33

1.E+00

1.E+01

1.E+02

1.E+03

1.E+04

1.E+05

1.E+06

1.E+07

1.E-01 1.E+00 1.E+01 1.E+02 1.E+03 1.E+04 1.E+05 1.E+06
B

an
dw

id
th

 (M
B

/s
)

Price per Gigabyte

Tape

HDD

SSD

DRAM

L3

L2

L1

101

100

102

103

104

105

106

107

101 102 103 104 105 10610010-1

3D
XPoint



© 2019 Storage Networking Industry Association. All Rights Reserved.

Who Wants Persistent Memory?
3) If NOR becomes Unavailable in Foundries

Below 28nm NOR stops scaling
Need an alternative NVM

MRAM & ReRAM viable candidates

SRAM doesn’t scale well
Emerging memories could displace SRAM caches
Caches could be the early adopter

What if caches become persistent???
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Who Wants Persistent Memory?
4) If the World Continues to Embrace AI

Neural Nets Like PM
Inference Engines
Edge Applications
Vision Applications

PM Provides a path to training
Requires linear storage
A big research focus
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Persistent Memory Types

MRAM

ReRAM FRAM

PCM
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Comparing the Technologies
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MRAM Developments

38

 All major foundries on-board:
 Samsung, TSMC, GLOBALFOUNDRIES, UMC…

 Cost reduction efforts underway
 Current: Back-end, between metal layers
 Plan: Earlier in the process, deeply integrated

 New tools drive increased capital spending
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Growth in MRAM
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Source: Emerging Memories Ramp Up, Coughlin Associates & Objective Analysis, 2019

Petabyte Shipments MRAM Capital Spending



© 2019 Storage Networking Industry Association. All Rights Reserved.

Emerging Memory Report

Covers all major emerging memory technologies and 
companies
Describes major driving applications
Persistent memory forecasts (both embedded and 
stand-alone)
Projections for capital investments
Now Available!

https://tomcoughlin.com/tech-papers/
https://Objective-Analysis/reports/#Emerging
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https://objective-analysis/reports/#Emerging
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Emerging  Memory/AI Workshop
Stanford University, 29 August 2019

One-day workshop
All emerging memories:

MRAM, ReRAM, PCM, etc.
Various AI applications
Register at

https://EMAI19.sites.Stanford.edu

41

https://emai19.sites.stanford.edu/


Thank You!

Jim Handy
(408) 356-2549
Jim.Handy(at)Objective-Analysis.com

Tom Coughlin
(408) 202-5098
Tom(at)tomcoughlin.com

CoughlinCoughlin
Data Storage Consulting

AssociatesAssociates
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Upcoming Persistent Memory Events
  A

43

Pick up your conference 
registration discount card 

at SNIA booth 820

Complimentary registration 
now open at 

snia.org/pm-summit

Tutorial and Workshops 
Memory, LPDDR5, DDR5, NVDIMM-P

October 7-9, 2019  Santa Clara CA
October 14-15, 2019 Hsinchu, Taiwan

Register at 
www.jedec.org



Join SNIA at FMS 2019
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Thank You!
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