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Agenda

In this panel session we will discuss application and use case examples leveraging NVMe-
oF™

Which improvements should you expect with NVMe-oF and how does this apply to different
types of applications.

Learn from early adopters implementations of NVMe-oF, what you need to consider when
planning to migrate existing applications from SCSI to NVMe™ or deploying new applications
with NVMe-oF

We will complete the session with a peak into the future of how NVMe-oF can enable new
application use cases.

Flash Memory Summit

.nvm._,
L EXPRESS.

— ____— ——— —— = =



Enterprise Applications

Rigid application storage
architecture

Application architedcture cannot be
changed.

Fabric requirements:

v

v
v
v

High Reliability
Low Latency
Deterministic Performance

Scale

Hyper-Scale Applications

Full control of application
storage architecture

Application can be architected and
composed to be less dependent on Fabric
Properties

Fabric requirements:

v

v
v
v

Reasonable Reliability
Low Latency
Deterministic Performance?

Scale needs can be confined
to rack locations

Analytics, ML & Al

Application Requirements & NVMe™ Fabric Selection

Architecture traditionally DAS
Changing to centralized shared
storage

Science project or Enterprise dependent
Application?

Fabric requirements:

v

Reasonable/High Reliability

Low Latency

Deterministic Performance

Scale
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Areas of Performance Improvement with NVMe™ over
Fabrics

End to End Performance Improvements

/ Areas of Improvement with NVMe-oF™

~

CACHE

SCSI SSDs

FC-NVMe
Server Front side of Storage Array St A Architect Back side of Storage
Performance Improvement with Performance Improvement is a orage Array Architecture Array
shorter path through the OS shorter path through the target's Pe;fotrl r:q?zr:;e I;rlﬁrg]vr(e)mer? Esean Performance improvement by
storage sr:tja\llcl\l;l witr; RlﬂVMeTM & host port stack P cc?ntroller ug moving from SAS/SATA drives
e-0

to NVMe SSDs
-and lower CPU utilization
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NVMe/FC — Adoption

Customers deployed, testing, or planning to test NVMe/FC

Use cases:
< Accelerate business critical
application
¥ Automotive * Accelerate Oracle and SQL
B E-Commerce application
Elnandial * Future proofing — Investment
mHealthcare protection
m High Tech
® Manufacturing Market Dynamic: Business critical
m Service Provider apps run on SAN
m Telecommunications « >70% of installed SANs are FC
» Market research suggests
continuing reliance and dominance
of FC SAN
11(0) | © 2019 NetApp, Inc. All rights reserved “ NetApp Flush Memory Summ“
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https://community.broadcom.com/fibrechannelnetworking/viewdocument/webinar-real-world-performance-adv?CommunityKey=8c20a621-3946-4e2f-a557-34d1c9c9eeb3&tab=librarydocuments
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The Future with NVMe-oF ™

NVMe-oF™ will change how storage is consumed

» Storage Fabric Impact

NVMe Implies Less Idle Time on the Network
Faster storage increases network utilization
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The Future with NVMe-oF ™
NVMe-oF ™ will change how storage is consumed
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» Storage Fabric Impact

SCSI & NVMe - i

ST v R

» Storage Architecture Changes

F i

NVMe ScCsI

NVMe sScsI
Array
Array m
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The Future with NVMe-oF™
NVMe-oF™ will change_h

» Storage Fabric Impact |-

e is consumed

» Application Architecture Changes

Application JApplication
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The Future with NVMe-oF ™

NVMe-oF™ will change how storage is consumed

» Storage Fabric Impact

» Storage Architecture Changes

» Application Architecture Changes

NVMe Implies Less Idle Time on the Network
Faster storage increases network utiization

HDD Array
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Agenda

« Composable Infrastructure — enabled by NVMe-oF ™
« Various composable storage options

« Hardware-centric architecture

 TCP vs. RDMA transport options

» Performance results using HW-centric designs
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Today’s “Shared Nothing” Model
a.k.a. DAS

CPU, Memory, etc.

Challenges:
- Forces the up-front decision of

how much storage to devote to

A each server.
Dedicated Storage - Locks in the compute:storage
(HDDs -> SSDs) ratio.

k.
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The Composable Datacenter

Utilized Spare
SSDs SSDs

~

1 SSD

———— Spares / Expansion Pool
* Minimize Dark Flash

I
|
I * Buy storage only as needed
I

» Power SSDs only as needed

2 SSDs
lﬂl
\

3 SSDs

k.

| Flash Memory Summit

! nvim.,
Pool of Storage 7 13 EXPRESS%

App C: Needs App B: Needs AppA: Needs

Pool of CPUs_




—
—— —

A Spectrum of Options

Myriad choices for NVMe-oF ™ / Composable Infrastructure target deployments

Storage Servers Network Processors Dedicated Bridge

Versatility « < M L

Cost « H M L

Power « H M .
Footprint <« H M L m

Flash Memory Summit
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Typical NVMe-
OFTM Dep|0yment JBOF / EBOF / FBOF

_

Server(s) Ethernet Fabric-to- Fanout SSDs

PCle bridge
NVMe™ over Fabrics NVMe (over PCle ©) ash Memory Summi
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NVMe-oF ™ Bridge

PCle ® Root Complex ]
ArCh iteCtu re &s PCle Ab\sic‘r:;’on Layer “s
A T (AD FW
3 - HW
3 TFC Main Memory (TMM)
Approximately 150 FSMs > Data sa é{}
running in parallel p
. SQE C ynt
ol =
Some simple, e.g. buffer RX%A — Mo Engin T
management <—L P
Some quite complex: TS MA Engine (R
Rx et a‘
- RoCE v1, v2 Buffer oreport En >y ﬂ‘—“ |
~ iWARP /TCP —— .+ U5 g o Tx
Parserfrouter | Framer
- TCP .I v
ReE I > MPU Tx FIF
- NVMeTM 1
— _OFT™
NVMe-oF . Ethernet MAC mory Summit

Slow-path implemented in FW 16 %
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Performance

Across Various Transport Protocols

Transport 4kB Read 4kB Write 128kB 128kB

Fuji Config:

Ethernet: 2x50Gb RoCE v1
PCle: 2x8 gen3d
SN & RoCE v2 2.79 1.10 115 9.9
4 SSDs per PCle port
SSDs: .
8 WDC 1.6TB “Gallant Fox” IWARP 2.77 1.17 11.8 9.7

TCP 2.65 1.0 11.2 9.6
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Single SSD Performance

Optane™
Optane IOPS Optane Bandwidth

600 3000
500 2500

P 400 © 2000
o 300 @ 1500
= 200 = 1000

~ 100 500

0 0

0 Q®® O A@@ O A@@ O Q®®
4kB Read 4KB Write 128kB Read 128kB Write
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Loaded Latency — Optane ™
vs. Outstanding Commands

Average 1/O Latency

500

usec

400

300

200

100

0 -
1J/1QD 4J/4QD 8J/8QD 16J/16QD m

Outstanding  ee——p 1 16 64 256
Commands Flash Memory Summit

— DAS — NVMe-oF™
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Incremental Latency
Optane™ SSD Target

Incremental Latency % - 4K Reads

— —-— — 1 4+— Benchmark case
— _—
20 y 4 V4 >4 A \Q(O
Aa— _—— a—— a— 50
0 1
20 4 4 3 16

3
= \ Real-world
/ Queue Depth No latency penalty!!!

Benchmark case Flash Memory Summit
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Summary / Takeaways

Lots of options now hitting the market to enable Composable Infrastructure
Very low-cost, low-power options for JBOFs

No loss in performance compared to DAS

+ |IOPS, bandwidth, and latency all equivalent

k.
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Mellanox NVMe™ SNAP Use Case

Erez Scop, Mellanox Technologies
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Storage Disaggregation

Motivation

Grow storage and/or
compute independently

= No local disks needed (disk-less)

= Move local NVMe drives to
centralized location

= Higher performance per node

= Immediate CAPX saving

= Lower MTBF

Problem

Requires software
changes

RDMA software stack
NVMe-oF™ drivers — limited OS
support

Different management

SoIJtion

NVMe™ SNAP

Compute nodes see NVMe local
drives (Emulated in-hardware)
Zero software changes
Supported on all OSs

Latency as local NVMe drive

Bandwidth up to networ,
available (100Gbps and e)

Flash Memory Summit
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NVMe™ SNAP

= Emulated NVMe™ PCI drives
= OS agnostic

= Software defined

= Hardware accelerated

= Bootable

= NVMe SRIOV support

Host Server — local disk

OS/Hypervisor

NVMe Standard Host Driver

Management 1/0

VO

NVMe Controller

Physical Local
NVMe SSD
Storage

Host Server — with NVMe SNAP

OS/Hypervisor

NVMe Standard Host Driver
Management 1/0

NVMe Controller

NVMe SNAP

Emulated NVMe SSD Storage

Remote Storage

Flash Memory Summit
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Solution — Disaggregation with NVMe™ SNAP

= Utilizing NVMe-oF™ latency and
throughput for ‘local feel’

» Scale Storage independently
» Scale Compute independently
= Save $$ on Data Center Storage

= Improved MTBF

Compute Eg .=

Compute 28 k=
Compute EE =

Compute 28 k= o
Compute @E w =

Compute B8 p=
Compute @E x|

Compute NVMe SNAP (=] 8
Compute NVMe SNAP _
Compute NVMe SNAP (= B
Compute NVMeSNAP (@[ B
e Compute NVMe SNAP _

Compute NVMe SNAP _

Compute NVMe SNAP (= M

storage Targetl §EEE MR
storage Target2 SEEEM

k!

Flash Memory Summit

s MV,




!

NVMe™ SNAP Internals [ HOST }

NVMe Admin queue
SPDK advantages MU T O S

(@]
2
c
)
c
o

= Efficient memory management § SPDK bundlei
= Zero-copy all the way + NVMe SNAP SDK '
= Full polling ©
= Multi queues, multi threads, lockless UE,
= Well defined APIs: vBdev, Bdev drivers

! Customer’s vBdev Optional, customers proprietary logic
NVMe SNAP emulation SDK VBDEV optonal .. RAID /LU

= Handle NVMe™ registers and admin
BDEV

—_—— =

/ Eustomer’s

Customer’s proprietary code
= BDEV: for proprietary storage network \

proprietary

prOtOCOIS | - -Brolocﬂ _' |

= vBDEYV: for per-io routing decisions, e R SO

RAIDs, etc
26 n%




Use Case driven Fabric Choices — Lessons Learnt

Nishant Lodha, Marvell

27
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Making the right “fabric” choice!

Flash Memory Summit
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Use Cases by Fabric

No one size fits all!

DAS, HPC, Al/ML

J

MaruaDB
.mongo
%
cassandra O HPC
Machine; Y\ 4“8Jr)

Learning/ |

Enterprise Applications

All Applications

NVMe™/RDMA (Ethernet)

Performance at the cost
of complexity

Logos are indicative of workload characteristics only.

ORACLE’
DATABASE

Leverage existing
infrastructure. Reliability
is key

ORACLE’
DATABASE

NVMe/TCP (Ethernet)

Simplicity is key.
Balance of performaiageemory Summit

and cost [l]lm)
29 EXPRESS%
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New: Hyper Converged meets Dis-aggregated

Challenge
» Scale Storage Independent of Compute for HCI wlowNH..H.H.
o o] [=] [=] [=] [=2] = [=] =]

« Pool local and remote NVMe™ by deploying
NVMe-oF™ connected EBOF

Benefits:
» Retain the simplicity of HCI management and
provisioning

 Deliver storage services in software $2
 Reduce captive storage in a server Virtual SAN Datastore

When: m
* Next generation HCI fabrics being enabled to _
Flash Memory Summit
consume external EBOF
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New: External Storage for Deep Learning Clusters

* Deep Learning architectures require
nvin., access to low latency and high capacity
storage

* Storage Pools vs. Captive per node
storage

* A 25/100GbE NVMe-oF ™ fabric
provides excellent scalability

* Delivers a high-performance data

platform for deep learning, with

performance on par with locally resident
Deep Learning Nodes datasets m

100GbE NVMe-oF
40-3NAN 399001

Flash Memory Summit
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Web 2.0 Use Cases — Average does not cut it!

« Web 2.0 Traffic require “consistent” 4K RD Reads - Single VO Latency

response times from underlying storage
and networking infrastructures.

» Fabric decisions based on “Average”
NVMe-oF ™ |atencies are just not "ok”

« Tail latency measurements indicate how
well the outliers perform

Latency in Micro Seconds

« 1/O cost to CPU also helps predict latency

variances in cases of heavy load 0.00% 20.00% 40.00% 60.00% 80.00% 100.00%
—— NVMe/HW TCP* —s—NVMe/SW TCP ——NVMe/RDMA

k.
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Questions?

Flash Memory Summit
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