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Original Copy Copy

Protecting Data with Replication
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Traditional RAID
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Rebuild Times
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Uncorrectable Bit Error Rate (UBER)
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Uncorrectable Bit Error Rate (UBER)

1015 = 1,000,000,000,000,000 bits
1015 = 125,000,000,000,000 bytes
1015 = 125 TB
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Errors can be introduced by…

• Power Fluctuations
• Electro-Magnetic Interference
• Drive Wear
• Excessive Heat
• Cosmic Rays
• Firmware Bugs
• Manufacturing Defects
• Bit Rot

Where These Errors Come From
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Unrecoverable Read Errors



8/9/2019
Flash Memory Summit 2019, Santa Clara, CA 
© 2019 Western Digital Corporation or its affiliates. All rights reserved. 11

Some errors are not caught by the drive controller.

Silent Errors
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Uncorrectable Bit Error Rate (UBER)
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Uncorrectable Bit Error Rate (UBER)

1 in 1014 – 1 error per 12.5 TB
1 in 1015 – 1 error per 125 TB
1 in 1016 – 1 error per 1,250 TB
1 in 1017 – 1 error per 12,500 TB
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What does this have to do with RAID?

Flash Memory Summit 2019, Santa Clara, CA 
© 2019 Western Digital Corporation or its affiliates. All rights reserved.



8/9/2019
Flash Memory Summit 2019, Santa Clara, CA 
© 2019 Western Digital Corporation or its affiliates. All rights reserved. 15

RAID 5 Protection

RAID relies on parity to protect your data.

0 0 0 01 1 1 1
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RAID 5 Protection

The parity is either even or odd.

0 0 0 01 1 1 1 0
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RAID 5 Protection

When a drive fails, we count the number of 1’s.

0 ? 0 01 1 1 1 0
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RAID 5 Protection

If a drive fails, you can calculate the missing 
data with an XOR operation.

0 0 0 01 1 1 1 0

0 0 01 1 1 1 1= 0
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RAID 5 Protection

What do we do about a flipped bit?

0 1 0 01 1 1 1 0
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What About RAID 6?

RAID 6 uses dual “parity”.

0 0 0 01 1 1 1 1

2 check bits 
instead of 1
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Real World Data Layout

The parity blocks are distributed.
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So what do we use?
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Erasure Coding – Error Detection and Correction
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Reed-Solomon Erasure Coding

The Next Generation of RAID

14 Shards of Data
4 Shards for 

Error Correction

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 EC1 EC2 EC3 EC4
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D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 EC1 EC2 EC3 EC4 EC5

Reed-Solomon EC Is Tunable

You can optimize for resiliency or capacity by 
adjusting the amount of error correction data.

Encoded Message
(Your Data)

Error Correction
Data

Codeword



8/9/2019
Flash Memory Summit 2019, Santa Clara, CA 
© 2019 Western Digital Corporation or its affiliates. All rights reserved. 26

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 EC1 EC2 EC3 EC4 EC5

Protection Levels
You can tune the codeword for capacity or redundancy.

(Data Shards + Error Correction Shards)

15+5

9+4 D1 D2 D3 D4 D5 D6 D7 D8 D9 EC1 EC2 EC3 EC4

10+8 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 EC1 EC2 EC3 EC4 EC5 EC6 EC7 EC8

4+2 D1 D2 D3 D4 EC1 EC2

2+1 D1 D2 EC1
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Correcting Erasures
(Failed Drives)

Reed-Solomon EC can correct n-k erasures.

n=length of codeword
k=length of the encoded message

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 EC1 EC2 EC3 EC4

Encoded Message
(Your Data)

Error Correction
Data

Codeword
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Correcting Bit Errors

Reed-Solomon EC can correct (n-k)/2 flipped bits.

n=length of codeword
k=length of the encoded message

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 EC1 EC2 EC3 EC4

Encoded Message
(Your Data)

Error Correction
Data

Codeword
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D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 EC1 EC2 EC3 EC4 EC5

Protection Levels
You can tune the codeword for capacity or redundancy.

(Data Shards + Error Correction Shards)

15+5

9+4 D1 D2 D3 D4 D5 D6 D7 D8 D9 EC1 EC2 EC3 EC4

10+8 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 EC1 EC2 EC3 EC4 EC5 EC6 EC7 EC8

4+2 D1 D2 D3 D4 EC1 EC2

2+1 D1 D2 EC1
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Intel® Storage Acceleration Library (ISA-L)

Includes Native CPU instructions for Reed-Solomon Erasure Coding
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Where Is Erasure Coding Used?

• Object Storage Systems
• Cloud Hosting Providers
• HDFS
• Optical Drives
• RAID 6 (sort of)



8/9/2019
Flash Memory Summit 2019, Santa Clara, CA 
© 2019 Western Digital Corporation or its affiliates. All rights reserved. 32

Using RAID Safely

• Avoid RAID 5.
• Use disks with a low error rate.
• Run consistency checks!
• Use a file system with ECC.

• BTRFS
• ZFS
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Architecting Data Infrastructure for the Zettabyte Age
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Backup Slides
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D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 XOR RS

RAID 6 with RS Codes

Some versions of RAID 6 use Reed-Solomon Codes.

Encoded Message
(Your Data)
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